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Preface

HiT-IT seeks to act as a meeting point for (and invites) researchers working in translation and interpreting technologies, practicing technology-minded translators and interpreters, companies and freelancers providing services in translation and interpreting as well as companies developing tools for translators and interpreters. In addition to the accepted papers for presentation, HiT-IT will feature invited talks by prominent experts as well as presentations and panels hosted by practitioners.

Most of the existing conferences are either focused too much on the automatic side of translation or concentrate largely on translators’ and interpreters’ professions. HiT-IT seeks to fill in this gap by allowing the discussion, the scientific comparison, and the mutual enrichment of professionals from both fields. HiT-IT 2023 addresses the development of translation tools and the experience translators and interpreters have with these tools as well as the development of machine translation engines, incorporating human (translators and interpreters’) expertise. The conference also offers a discussion forum and publishing opportunity for professionals from the human translation and interpreting fields (e.g. translators including subtitlers, interpreters, respeakers, researchers in translation and interpreting studies) and for researchers and developers working on translation and interpreting technology and machine translation. The idea behind this conference attendees to hear the other side’s position and to voice their opinions on how to make translation technologies closer to what would be accepted by large audiences, by incorporating human expertise into them.

The conference HiT-IT 2023 features seven keynote presentations:

- Jochen Hummel, Coreon,
- Constantin Orăsan, University of Surrey, UK,
- Tharindu Ranasinghe, Aston University, UK,
- Marcin Feder, Speech-to-text Unit in DG TRAD at European Parliament, Belgium,
- Manuel Herranz, Pangeanic,
- Tímea Palotai-Torzsás, Juremy.com,
- Dilyana Ilieva and Mina Ilieva, @Mitra Translations, Bulgaria.

Many thanks go to the the University of Naples L'Orientale (Italy), Lancaster University (United Kingdom), the University of Surrey (United Kingdom), the University of Malaga (Spain) and the Association of Computational Linguistics (Bulgaria).

Finally, sincere thanks to Pangeanic, Juremy.com and Mitra Translations for their generous support of HiT-IT 2023.
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Gender Bias in Machine Translation: a statistical evaluation of Google Translate and DeepL for English, Italian and German

Argentina Anna Rescigno and Johanna Monti
UNIOR NLP Research Group University of Naples "L'Orientale"
a.rescigno@studenti.unior.it
jmonti@unior.it

Abstract. Despite the significant advancements made in the field of Machine Translation (MT) technology, there are still some challenges that need to be addressed. One such challenge is represented by the issue of gender bias in machine translation systems. The main objective of this study is to examine and investigate the presence of gender bias in MT systems and identify any potential issues related to the use of sexist language. The research evaluates the performance of Google Translate and DeepL in terms of natural gender translation, particularly the frequency of male and female forms used in translating sentences that refer to professions without any other gender-specific words. The evaluation is carried out using the MT-GenEval corpus [2] contextual subset, for English-Italian and English-German language pairs. The paper presents the statistical findings obtained from the evaluation.

Keywords: Machine Translation · Gender Bias · Natural Language Processing.

1 Introduction

Bias in automated systems refers to the tendency of these systems to repeatedly make the same assumptions. In the scientific community, bias in artificial intelligence (AI) has become a significant concern due to the increasing use of AI applications such as machine learning architectures. These systems learn by maximizing prediction accuracy, which means that they optimise themselves based on patterns that appear more frequently in their training data. However, if a certain phenomenon is overrepresented in the training data, the program will optimize for it, as this increases its accuracy [14]. The algorithms are evaluated on sub-samples of original training sets making them more likely to exhibit the same biases observed during training. This recurring biased behaviour is responsible for the lack of diversity in machine translation outputs on multiple levels, which can be attributed to the observed algorithmic bias [12].

In 2005, Koehn [3], identified in a preliminary analysis of the Europarl corpus a male-to-female speakers ratio of 2:1. The corpus is made of about 30 million...
words for each of the 11 official languages of the European Union (Danish, German, Greek, English, Spanish, Finnish, French, Italian, Dutch, Portuguese, and Swedish) and it is one of the most used corpora to train MT systems. Consequently, masculine noun endings or pronouns are more frequently used in some languages where gender agreement with the speaker is required, leading to a bias in translation. As a matter of fact, this translation bias reinforces the existing gender disparity and further exacerbates it.

Nonetheless, not until recent times, limited attention has been given to gender bias in machine translation, specifically regarding the natural gender of languages [10]. One way to identify examples of biases in machine translation is to examine an ambiguous sentence in the source language that is unambiguous in the target language. Ambiguity can occur when a linguistic feature is explicit in one language and not in another one or vice-versa. For instance, in English, natural gender is implicitly understood, while in languages such as Italian and German, it must be grammatically expressed. For example, in a simple sentence such as “I am happy”, the subject “I” has an ambiguous gender in English. However, in Italian, the gender must be grammatically expressed as “Io sono contento” for a male subject and “Io sono contenta” for a female subject. Typical users of machine translation systems may not be aware of this bias in the machine translation outputs, especially if they are not proficient in the source language, and there is currently no tool to notify them about it. However, those who are familiar with the target language may recognise when a specific gender is being used inappropriately or offensively. To mitigate gender bias in machine translation, gender characteristics can be integrated into the training data for neural machine translation systems. However, these types of approaches are still limited and further investigation is needed.

The majority of modern machine translation systems translate at the sentence level, meaning that gender-related issues are usually addressed through statistical methods using training data. As a result, translation errors relating to gender are more common in translations between languages, such as English, which retains features relating to natural gender only with some nouns and pronouns and neuter pronouns for sexless objects, and morphologically rich languages like Italian, French, Spanish, and German. These latter languages require additional information in order to accurately translate gender. When this information is missing, the systems tend to generate the most frequent variants, often resulting in biased translations. A study conducted by Prates et al. [6] found that Google Translate defaults to producing more male-gendered outputs than expected, even when taking into account demographic data. This suggests the existence of a phenomenon known as machine bias [6] [13].

2 Related Works

Several studies have been carried out in the field of Machine Translation to address gender bias in translation outputs. These studies involve training trans-
lation systems, developing specific datasets to mitigate gender bias, and creating external tools to integrate into the MT systems themselves.

Monti [4] carried out a study to explore the issues related to the translation of gender evaluating four MT systems - i.e., Google Translate, Microsoft BING Translator, Lucy KWIK Translator and SYSTRANet. While the first two systems adopt a neural approach, Lucy is a rule-based system and SYSTRAN combines both statistical and linguistic approaches. Monti’s study explored various types of issues in gender translation, such as subject-nominate predicate agreement (e.g., *Mary is a diligent employee*), subject-object agreement (e.g., *Jane seems very nervous*), name-apposition agreement (e.g., *Mary, our doctor, went away a few minutes ago*), name-past participle agreement (e.g., *Mary is happily married*), name-anaphoric/cataphoric reference (e.g., *The student studied really hard for her test*). The study revealed that all approaches had translation errors regarding gender.

Despite advancements in the field of Natural Language Processing (NLP), the issue of gender translation continues to be a significant concern, as highlighted by Monti [5]. This issue was further exemplified by a recent study conducted by Rescigno et al. [8] which evaluated the frequency of feminine, masculine and neutral forms in the translation of nouns referring to professions when related to certain adjectives (i.e., *beautiful, efficient, intelligent, sad, famous*) using three state-of-the-art MT systems. The evaluation focused on English–Italian, English–Spanish and English–French language pairs.

Interlinguistic differences between languages require that implicit information from the source language be made explicit in the target language. Human translators can consider the context (both linguistic and extra-linguistic) to infer any necessary information and translate accordingly, while MT systems may encounter challenges in accomplishing this task. Vanmassenhove and Monti [11] developed gENder-IT, a collection of annotated sentences that focuses on gender-related phenomena, to address the lack of high-quality datasets tailored to investigate specific interlinguistic phenomena, including gender and/or number. The dataset was manually adapted from the MuST-SHE Corpus [1] but, unlike this one, gENder-IT tags also include - other than masculine/feminine referents – a neutral referent, whereas the sentence itself does not provide any explicit hint to detect the gender. The dataset indeed focuses on ambiguous English sentences providing the correct translations in Italian. For example, the English sentence “Do you remember that patient you sent home?” the other nurse asked matter-of-factly can, in fact, have four different translation alternatives, all correct:

1) “Si ricorda quel paziente (M) che ha mandato a casa?” mi ha chiesto l’altro infermiere (M);
2) “Si ricorda quel paziente (M) che ha mandato a casa? ” mi ha chiesto l’altra infermiera (F);
3) “Si ricorda quella paziente (F) che ha mandato a casa? ” mi ha chiesto l’altra infermiera (F);
4) “Si ricorda quella paziente (F) che ha mandato a casa? ” mi ha chiesto l’altro infermiere (M).
Finally, more recent works focusing on the creation of specific datasets, tailored to evaluate the accuracy of MT outputs according to gender, include the one from Currey et al. [2], MT-GenEval. This set is based on real-world data from Wikipedia and covers the translations from English towards 8 target languages (Arabic, French, Hindi, Italian, Portuguese, Russian, Spanish, and German). Moreover, this set integrates existing benchmarks, such as WinoMT,1 MuST-SHE corpus [1], and GeBioCorpus,2 providing realistic and gender-balanced counterfactual data for all the languages considered. Further evaluations which include more linguistic combinations and even more centred and balanced regarding gender are presented by Rarrick et al. [7] with the GATE corpus (Gender-Ambiguous Translation Examples). GATE is a linguistically diverse corpus consisting of gender-ambiguous source sentences in English along with multiple alternative translations in the target languages considered, i.e., Spanish, French and Italian.3 The corpus is made up of thousands of segments which consist of a single English sentence paired with one or two alternative translations in Spanish, French or Italian; each sentence contains at least an Arbitrarily Gender-Marked Entity (AGME), which results in an unmarked name referring to an animate entity in the source language (English) but marked for gender in the target languages.

3 Materials and Methods

This study employs a statistical approach to analyse gender bias in machine translation. Its main objective is to detect instances of gender stereotypes in widely used MT systems, Google Translate and DeepL, for English–German and English–Italian language pairs. Furthermore, the present study aims to examine whether the utilization of an extended context, as proposed by Tiedemann [9], specifically through the incorporation of extended translation units encompassing the sentence under investigation and the preceding sentence, yields any positive or negative effects in the disambiguation and translation of gender, particularly when the gender of the referent or speaker is ambiguous. For example, in the sentence “Godoy is an accountant by profession and is currently studying to receive a degree in social work”, the gender of the entity described with the English substantive “accountant” can only be accurately identified by considering the context, namely the previous sentence, from which it is evident that it is referring to a female entity due to the presence of the pronoun “her”:

<context> At the age of 17, Godoy was assaulted by a police officer while protesting the Augusto Pinochet dictatorship and was put in prison for her social activism. <sentence> Godoy is an accountant by profession and is currently studying to receive a degree in social work.

1 https://github.com/gabrielStanovsky/mt_gender
2 https://github.com/PLXIV/Gebio toolkit
3 All data, including the corpus and the specific evaluation tool, are publicly available at Github repository https://github.com/MicrosoftTranslator/GATE
3.1 Description of the Dataset

The study utilized the MT-GenEval dataset (Machine Translation Gender Evaluation benchmark), which is a reference dataset created specifically to assess the accuracy of machine translation outputs regarding gender. Unlike other datasets involved in bias identification research, the MT-GenEval dataset does not use synthetic data, but it is based on authentic data from Wikipedia. It contains realistic counterfactual data that is gender-balanced across all included languages. The dataset covers 8 language pairs, consisting of a total of 2,400 sentences each.4

For this evaluation, the contextual dataset was considered, which includes sentences containing at least one profession noun without any other phrasal element that could indicate the gender of the referent. These selected sentences are accompanied by one or two antecedent contextual sentences that aim to clarify the gender of the selected referent.

Consequently, the dataset consists of sentences that are ambiguous in terms of the gender of the referent but have a previous contextual sentence that clarifies the gender information (i.e., contains gender information). The sentence set was manually edited, removing any unclear or excessively ambiguous examples, for example

\[ \text{<context> Cook and Dickerman made this their home and Eleanor had her own room, although she rarely spent the night. <sentence> Cook, an expert woodworker, made all furniture.} \]

Also, some other sentences lacking in the contextual information have been removed as well, such as:

\[ \text{<context> ... <sentence> A surrogate’s life may be very similar to that of the author.} \]

\[ \text{<context> ... <sentence> Cook was pressed into service as a player as a result of injuries.} \]

The final dataset used for the evaluation includes 448 sentences in Italian and 557 sentences in German.

3.2 Experimental Setup

The methodology used for this research can be divided into two phases. In the first phase, translations of single sentences, i.e. without context, obtained from Google Translate and DeepL for both the Italian and German language sets were evaluated manually. The translations were tagged based on the gender of the referent, which could be either masculine (M), feminine (F), or "non-available" (N/A) when the gender could not be inferred. Subsequently, the outputs from the machine translation systems were compared to the benchmark translations, which consisted of the original sentences from the MT-GenEval corpus. The MT system outputs were manually tagged as either "positive correspondence" (Y), "negative correspondence" (N), or "ambiguous" (A) when the gender of

the referent was not clear. In this way, a statistic on the percentage of male and female outputs that matched the gender of the benchmark sentences has been obtained.

The second part of the experiment focused on examining the sentences again by reintroducing them into the machine translation (MT) systems along with the sentences containing the contextual information to ascertain any changes in the outputs. Similarly, also these latter results have been gender tagged and, after being compared to the benchmark sentences, their correspondence regarding the gender of the referent has been annotated as well.

All the machine translations and related manual evaluations were conducted between February and March of 2023 and are accessible in the publicly available GitHub repository. ⁵

4 Results and Analysis

The gender-annotated sets for Italian and German languages present the following results (Table 1), which will be hereinafter indicated as Benchmark (BM).

<table>
<thead>
<tr>
<th>ITALIAN</th>
<th>GERMAN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>F</strong></td>
<td><strong>M</strong></td>
</tr>
<tr>
<td>199</td>
<td>249</td>
</tr>
<tr>
<td>44.4%</td>
<td>55.6%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ITALIAN</th>
<th>GERMAN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>F</strong></td>
<td><strong>M</strong></td>
</tr>
<tr>
<td>245</td>
<td>312</td>
</tr>
<tr>
<td>44%</td>
<td>56%</td>
</tr>
</tbody>
</table>

After the manual input of the sentences into the MT systems under consideration, the obtained results were assessed based on their level of correspondence, with the gender of the referent as presented in the benchmark translation.

A preliminary analysis reveals that the majority of translation outputs have a masculine referent in both the MT systems. Specifically, Google Translate produces about 90% male outputs for both languages; DeepL generates 85% male outputs for Italian and 88% for German.

It is worth noting that there were relatively fewer benchmark sentences with masculine gender compared to the MT outputs (Google Translate produces 406 male-gendered sentences for Italian and 506 male-gendered sentences for German in comparison with the benchmark which includes 249 male-gendered sentences for Italian and 312 male-gendered sentences for German; similarly, DeepL produces 385 male-gendered sentences for Italian and 492 male-gendered sentences for German) (Table 2), making the higher production of masculine translation outputs particularly noticeable. In contrast, the number of feminine-gendered outputs is considerably low for both systems: on average, Google Translate produces 5% female-gendered output results, while DeepL has an average of 8%.

⁵ https://github.com/argentina-res/genderbias_dissertation
female-gendered outputs. From Table 2, it emerges very clearly that both MT systems are biased, as they show a higher percentage of masculine gender in comparison with the benchmark translations in Italian and German.

Besides distinguishing translation results between male (M) and female (F) genders - and, neutral (Neut) for what concerns German language - a further differentiation was made for some translated sentences where there was no other useful element for defining the gender of the referent; this category includes sentences tagged as N/A.

Table 2. Results in number (\#) and % of masculine (M), feminine (F) and non-available gender (N/A) outputs (also, neutral (N) translation outputs for German) obtained from Google Translate (GT) and DeepL (DL) MT systems for the Italian (IT) and German (DE) languages in relation to the Benchmark (BM) translation statistics.

<table>
<thead>
<tr>
<th></th>
<th>IT</th>
<th></th>
<th>DE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BM %</td>
<td>#GT</td>
<td>%GT</td>
<td>#DL</td>
</tr>
<tr>
<td>M</td>
<td>249</td>
<td>406</td>
<td>90,6</td>
<td>385</td>
</tr>
<tr>
<td>F</td>
<td>199</td>
<td>19</td>
<td>4,3</td>
<td>36</td>
</tr>
<tr>
<td>N/A</td>
<td>-</td>
<td>23</td>
<td>5,1</td>
<td>27</td>
</tr>
<tr>
<td>Total</td>
<td>448</td>
<td>448</td>
<td>100</td>
<td>448</td>
</tr>
</tbody>
</table>

Table 3. Results in number (\#) and % of cases of positive (Y), negative (N) and ambiguous (A) correspondence between benchmark translations and sentences without context translated by the MT systems Google Translate (GT) and DeepL (DL) for the Italian (IT) and German (DE) languages.

<table>
<thead>
<tr>
<th></th>
<th>IT</th>
<th></th>
<th>DE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#GT</td>
<td>%GT</td>
<td>#DL</td>
<td>%DL</td>
</tr>
<tr>
<td>Y</td>
<td>254</td>
<td>56,7</td>
<td>275</td>
<td>61,4</td>
</tr>
<tr>
<td>N</td>
<td>173</td>
<td>38,6</td>
<td>146</td>
<td>32,6</td>
</tr>
<tr>
<td>A</td>
<td>21</td>
<td>4,7</td>
<td>27</td>
<td>6</td>
</tr>
<tr>
<td>Y</td>
<td>333</td>
<td>59,8</td>
<td>363</td>
<td>65,2</td>
</tr>
<tr>
<td>N</td>
<td>214</td>
<td>38,4</td>
<td>187</td>
<td>33,6</td>
</tr>
<tr>
<td>A</td>
<td>10</td>
<td>1,8</td>
<td>7</td>
<td>1,2</td>
</tr>
</tbody>
</table>
Table 3 presents the results of the evaluation of the correspondence between the MT outputs and the benchmark translations, indicating the number of positive, negative and ambiguous cases accompanied by their respective percentages. The findings demonstrate a relatively equal distribution between the two systems and the considered languages, regarding their negative and positive correspondence. Google Translate, in fact, shows always more than 50% positive correspondence (Y) with the benchmark sentences for both language pairs (56.7% regarding Italian, 59.8% for German), whereas DeepL presents a percentage above 60% (61.4% for Italian and 65% for German).

In regards to cases where the translated output does not correspond in terms of gender with the benchmark translation, the percentages of such cases are below 40% for both systems: Google Translate achieves approximately 38% negative results for both language pairs, while DeepL results range between 32% and 33%.

At this stage, the experiment includes adding antecedent contextual sentences to all the single sentences under examination in order to detect any positive or negative changes in the MT output for what concerns gender disambiguation. Subsequently, those results have been compared with the respective MT outputs without context.

The findings for Google Translate and DeepL for both the English-Italian and English-German language pairs (Fig. 1) show that the number of male outputs obtained after translating the sentences with the contextual sentences differs from the previous results concerning the translation of the sentences without context (Table 2): in particular, the number of feminine and N/A outputs increases. What differs between the two systems is the different percentages of masculine, feminine, and non-available gender outputs, resulting in DeepL outperforming Google Translate, as it produces less masculine defaults.

Subsequently, the aforementioned procedure was repeated, where the translated sentences, along with their corresponding context, were compared to the benchmark sentences.

As Fig. 1 shows, it is evident that the benchmark sentences exhibit higher percentages of positive correspondence with respect to the gender of the referents in the benchmark sentences. Once again, Google Translate demonstrates a marginal improvement compared to DeepL, with the disparity between the "before" and "after" stages of incorporating contextual information becoming more pronounced.

However, the findings also reveal some instances in which the inclusion of contextual information not only fails to enhance the performance of the machine translation (MT) systems but instead has the opposite effect. This occurs due to an erroneous disambiguation of the gender of the referent, a situation that had not previously arisen despite context was not provided. However, such occurrences are relatively infrequent, as evidenced by the data presented in Fig. 2. In the case of Google Translate, there were only a total of 6 instances where the correct gender disambiguation deteriorated for the English-Italian language pair and 16 instances for English-German translations. Conversely, DeepL presents a
Fig. 1. Graphs showing a comparison of the number of gendered outputs resulting for both Google Translate and DeepL before (no context) and after (w/context) adding the contextual information for English-German translations (upper graphs) and English-Italian translations (lower graphs).

Fig. 2. Graphs showing a comparison of the number of positive (Y), negative (N), and ambiguous (A) concordance results for both Google Translate and DeepL before (no context) and after (w/context) adding the contextual information for English-Italian translations (upper graphs) and English-German translations (lower graphs).
lower number of cases for both language pairs - respectively, 3 for Italian and 4 for German.

5 Conclusions and Future Work

The present study involved comparing two machine translation (MT) systems for the English-Italian and English-German language pairs by examining the frequency of male and female gender usage.

The findings of this study indicate, that the MT systems still have a tendency to default to the masculine gender, with some slight differences between Google Translate and DeepL. Moreover, the inclusion of contextual sentences demonstrates overall improvements in the results concerning the positive correspondence of gender agreement with the benchmark translations. Finally, comparing the two system outputs, it is clear that DeepL takes more advantage of the context sentences than Google Translate as it outperforms the latter in increasing its percentage of positive correspondences with the benchmark translations both for the Italian and German languages. However, it is also interesting to highlight that the integration of contextual information also produces some cases of incorrect gender disambiguation, whereas the gender was correctly identified in the first phase of the experiment. Also, in this case, DeepL presents a lower number of degraded occurrences.

Nevertheless, this investigation presents some limitations, including its exclusive focus on binary gender categories - masculine and feminine. The examination of binary gender within current society might be considered restrictive considering the prevailing trend towards increasing inclusivity, encompassing various aspects such as linguistic inclusivity. As a matter of fact, this and other related studies could lay the groundwork for future research endeavours that encompass a broader range of gender identities.

As a potential future direction for this research methodology, there is also the possibility of conducting more comprehensive evaluations that encompass a wider range of language combinations and more targeted and balanced datasets, especially regarding gender - such as the very recent GATE (Gender-Ambiguous Translation Examples) [7].
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Abstract. The Saudi Vision 2030 has dramatically revolutionized the translation market in Saudi Arabia and focused on two main principles, i.e., professionalization and employability. In globalized translation markets, using translation technologies is no longer a luxury but a necessity for professional translators to respond to the increasing demand for translation services. Therefore, one research area worth looking at and investigating is the professional aspect of the Saudi translation market in terms of the technological competence of translators. This paper is a first step towards working out the technological competence of professional translators in Saudi Arabia in future by taking stock of the last seven years. In this paper, professional translators were surveyed to learn about their views of translation technology training provided by Saudi academic programmes and to self-assess their competency levels in different areas related to translation technologies. The results indicate that although the majority of respondents confirmed their high level of technological competence, some professional translators still need additional tools training to ensure that they are prepared for the demands of the modern translation market. The study has implications for university training programmes to make adjustments in their curricula to include sufficient training on translation technologies. The study also suggests that there might be a need to reconsider the concept of technological competence in light of the recent developments of translation technologies and tools as well as the increasing role of machines in the translation process.
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1 Introduction

Translation technologies have become increasingly popular among professional translators as part of the translation process in today’s globalized markets. Bowker and Pastor (2015) point out that translators could increase their productivity and income and preserve the efficiency and consistency of their translations thanks to the technologies used in their work. Moreover, it has been possible for translators to use technology to
work on collaborative translation projects and/or work remotely from across the world. In this sense, O’Hagan (2019) illustrates that computer-assisted translation (CAT) tools and machine translation (MT) have gradually transformed the human role in the translation process, moving to a machine-centered activity assisted by the interventions of humans in an interactive way, as Olohan (2011:343) puts it “a dance of agency”. As technological advances, (e.g., the launch of neural machine translation NMT, the emergence of new CAT tool functionalities and products) are on the rise, keeping up with the evolving landscape of translation technology requires a sufficient level of technological competence on the part of professional translators to remain relevant and competitive in the translation industry. Previous studies have mentioned that empirical research on translation competence (TC) is still scarce and fragmented in terms of investigating the extent to which translation technologies are adopted among professional translators and their technological competence level (e.g., Olohan, 2011) especially in growing translation markets, such as the case of Saudi Arabia. As part of a broader research project, the present work reports the results of an empirical survey distributed to professional translators working in the Saudi translation market to investigate their use of translation technologies and to assess the status of their technological competence.

1.1 Context and Rationale of the Study

The current study is driven by two main motives. First, translation technologies have been notably improved during the past seven years (April 2016 – April 2023), e.g., MT improvements and MT integration into the functionality of CAT tools. However, empirical research seems to be slower than the rapid technological improvements in the translation industry; thereby, this necessitates making periodic studies to reflect the reality of the translation market in terms of investigating the use of translation technologies and tools and monitoring the status of translators’ technological competence. Second, the Saudi translation market has received generous governmental support and witnessed some regulatory measures since the launch of the Saudi Vision 2030¹ in April 2016, which has the potential to entail some demographic, administrative, and/or professional changes in the market. To illustrate that, the Ministry of Culture (MoC) was established in 2018 to play a significant role in the development and growth of the local translation market in Saudi Arabia. Two years later, MoC founded the Literature, Publishing, and Translation Commission² to be a responsible authority to regulate and manage the translation sector in Saudi Arabia. This commission has announced several translation initiatives which are expected to result in a growing demand for high-quality translations. Moreover, the Ministry of Human Resources and Social Development has been working towards achieving a strategic goal of the vision: to decrease the unemployment rate among Saudi nationals to 7% by the end of the decade. In this direction, the Ministry has implemented an employment measure in the translation market since

¹ https://www.vision2030.gov.sa/
May 2022, that is, to restrict translator jobs to Saudi citizens as part of a process called ‘Saudization’. This process aims to minimize the unemployment rate among Saudis and ensure that translation job opportunities are primarily available to them.

Undoubtedly, such changes will, directly and indirectly, impact the Saudi translation market in the next few years. Locally, it is more likely that these enhancements increase the demand for translation services and the level of competitiveness among Saudi translators to keep up with the needs of the growing translation market. Moreover, the enhancements are expected to increase the pressure on the national workforce, i.e., professional translators, to show high-level performance and skills to satisfy their translation employers and customers. Globally, the country’s openness to foreign investments and its globalization and internationalization efforts could increase the demand for translation and localization services and help make the translation market in Saudi Arabia attractive for more translation works from abroad.

2 Literature Review

Over the years, translation, as a discipline, has gone through linguistic, cultural, professional, and technological turns. This, subsequently, has shifted the focus of several studies from the conceptualization of translation to investigating translators’ knowledge, skills, and expertise, or what is known as TC. Despite the controversial nature of TC, along with its various names, definitions, and descriptions given by translation scholars (Wills, 1996; Bell, 1991; Kiraly, 1995; Malmkjær, 2009; Yang & Li, 2021), there is a scholarly consensus that TC is not a singular entity but comprises a complex set of interrelated sub-components necessary for translators to produce successful translations. Especially as of the 1990s, some theoretical studies (e.g., Kiraly, 2006; 2015) and empirical research projects (e.g., PACTE 2000; 2003; 2017) have been carried out about the definition and modelling of TC to reflect the demands of the translation industry in terms of the skills and competencies required of translators. On the pedagogical side, expert groups (e.g., the European Master’s in Translation ‘EMT’) has been initiated to bring academia and industry closer by maintaining the alignment of the curriculum content of translator training programmes with the needs of the translation market (EMT, 2017). It is not the intention here to give a historical background about TC or to discuss the existing models. Yet, it is worth shedding some light on the TC model proposed by the EMT group due to its implementation and usefulness in the current study context. This model was applied in this study because of its technology- orientedness and comprehensive coverage of various aspects of translation technologies as noted by Svoboda & Sosoni 2023. Moreover, the model highlights two educational objectives, i.e., professionalization and employability, which are core principles in the Saudi Vision 2030 and the researchers’ broad project.

2.1 TC Model Framework Proposed by EMT

The EMT’s model of TC was first established in 2009 on the basis of relevant models to the European context by the Directorate-General for Translation (DGT), which
works in partnership with over 60 MA translator training programmes (EMT Expert Group, 2009). They provided the model as a quality reference for university training programmes to standardize the quality of teaching the competence domains, skills, and professional aspects to be required of professional translators in the translation market. This model was then redrafted in 2017 to live up to the reality of the contemporary translation market, producing five principal competence areas: Language and Culture, Translation, Technology, Personal and Interpersonal, and Service Provision. In their latest version produced in 2022, the EMT board decided to make a minor update to the model framework “to reflect the priorities of European translation programmes, as they prepare graduates for a dynamic and highly technologized workplace” (EMT Competence Framework, 2022:2). By reviewing the TC models succeeding the 2000s, it has been clear that technological competence is considered an indispensable competence area in all the proposed models. Regardless of the different names given to this competence (e.g., ‘technological’, ‘instrumental’ amongst others), these terms “would all refer to one’s knowledge of tools required for the profession” (Oraki & Tajvidi, 2020). Technological competence comprises a set of interdependent sub-competences, which determines what knowings that are supposed to be reflected in translators’ abilities. To acquire this competence area, several studies have stressed that university training programmes should integrate translation technology courses into their study content to produce market-ready translators who are skilled in using translation tools and technologies (e.g., Kenny, 2019).

Bearing in mind that translation jobs are only available for Saudi translators now, who are most likely to be graduates of local universities, several studies have criticized the way translation technologies were being taught in the language-related programmes at Saudi universities pertaining to the rigid curriculum content (Alenezi, 2015), the conventional teaching practices (Omar et al., 2020), and the poor infrastructure of language labs (Abu-ghararah, 2015; Alrumaih, 2021). Such criticisms may raise alarming concerns about the status of the technological competence of professional translators in the Saudi translation market. The next section presents a brief review of related survey-based works considered prominent landmarks in the current study’s context.

2.2 Related-Market Surveys

One of the initial research attempts to provide an overview of the translators’ working practices in the Saudi translation market was conducted by Fatani (2009). The findings of this study are significant in providing valuable insights into the translation market’s trends (e.g., globalization), challenges (e.g., translators’ deficiencies), and opportunities (e.g., potential for expansion). This was supported by Abu-ghararah (2017), who warns about the existing gap between the outcomes of academic translation programmes at Saudi universities and the requirements of the translation market. The authors of the two studies anticipate potential growth in the local translation market due to the country’s openness and presence internationally. Although the two studies did not empirically investigate the translators’ technological competence, they reveal a lack of familiarity among professional translators with the use of translation technologies in their daily work; as Fatani (2009: online) described it, the Saudi translation market is
aware of “the deficiencies of Saudi translators who were graduates of local translation and language programs”. Moreover, both studies have mentioned that such competence and quality-related challenges would increase the difficulty for local and global translation companies to recruit a suitable workforce for translation projects.

Another important study was conducted by Alshaikhi et al. (2018) to explore the competence level of professional translators in the Saudi translation market. Seventy-three participants filled out the questionnaire and assessed their level of proficiency in the full set of EMT competence domains, language, translation, technological, intercultural, thematic, information mining, and project management. In terms of the technological competence domain, seven criteria were included to explore how competent the respondents are in performing the IT-related skills. Based on average responses, 41% of the respondents described themselves as proficient in dealing with technology-related skills, whereas 34% were not confident when using technology in their work, rating themselves as sub-competent. The results also show that 21% of the respondents rated their competence as mediocre, indicating that they have modest abilities in performing the technological processes of translation. The study raises alarming concerns about those who confirmed their deficiencies in using translation technologies and calls for monitoring the competence level of professional translators over some period.

Two recent studies are worth mentioning here investigating the Saudi translation market in the post-Covid-19 era. The first study is conducted by Alkhatani (2021) that revealed significant shifts in the working norms of professional translators in the Saudi translation market, particularly towards more remote service provision and digital solutions. It was also found that newcomer translators have much interest in learning and staying up to date with the evolving translation technologies and tools. The author linked this thirst for knowledge to the lack of integration of translation technologies into the curricula of Saudi academic programmes. Similarly, Salamh (2022) focused on the divergence between what is being taught in translator training programmes and the job advertisements in Saudi Arabia pertaining to technology-related skills required of translators. The findings of study highlight that although translation employers prioritize the familiarity with translation digital tools when recruiting new candidates, most professional translators were not confident with their technological competence and felt unequipped with the important skills to use translation technologies efficiently. From these few indications, it has become necessary to conduct this survey-based study to fill a gap in the literature by responding to the following research questions:

1. How do professional translators perceive the teaching status of translation technologies i.e., CAT tools and MT, in BA academic programmes in Saudi Arabia?
2. What is the technological competence status of professional translators in the translation market in Saudi Arabia, and how has it been evolving in the past seven years?
3 Research Method

Using a self-reporting questionnaire, this study collected quantitative data from professional translators in the Saudi translation market. The questionnaire consists of three main sections. The first section collects information about the backgrounds of the participants. The second section seeks to identify the participants’ perceptions about the translation technology training, i.e., MT and CAT tools they received during their BA studies. The third section contains thirteen criteria related to translation technologies, which were adapted from the OPTIMALE survey (Toudic, 2012). Here, participants were asked to assess their level of competence using a Likert-type scale ranging from excellent, competent, average, sub-competent, and weak. The participants were also provided with a not applicable (N/A) option if they did not require the skill in their translation work. The survey was prepared using the Qualtrics software tool and circulated online from December 2021 to February 2022. In total, 404 responses were returned, 248 of which were completed and valid for analysis. Compared to similar studies conducted in Arab translation markets, the study’s sample size and response rate are encouraging. Notably, the reliability of the Likert-scale section was measured by calculating the Cronbach alpha value of 0.892, denoting a high degree of reliability. In terms of ethical considerations, this study has gained ethical approval and met all the requirements indicated by the ethics committee of Swansea University.

4 Results and Discussion

Based on the sheer use of descriptive statistical analysis, this section first illustrates some information about the participants’ demographics in a general manner, followed by their answers to the questions in sections two and three of the survey. The results show a participation predominance among females 78% compared to males 22%. The bulk of participants 86% are below 35 years old, denoting that they are from the rookie workforce of translators in the Saudi translation market. This result was also supported by the respondents’ length of experience since 72% have less than five years of experience as translators, which indicates that they are fresh translators. In addition, the results show that the responses came from various kinds of sectors, including private (38%), semi-governmental (11%) and governmental (24%) organizations, as well as LSPs (27%). Regarding their academic background, 70% of the respondents completed the BA studies whereas the remaining 30% hold postgraduate degrees either MA or PhD. Moreover, the participants were asked about their study backgrounds and the type of BA programme they graduated from. Although 50% of the respondents are graduates of translator training programmes, the results indicate that graduates of other BA study backgrounds also occupy the translation professions in the Saudi translation market, representing as follows: 40% came from English learning programmes, 7% from linguistics or literature programmes and a marginal percentage 3% studied in other academic programmes such as Arabic language or Islamic studies. This result flags the concern about the technological competence level of translators who graduated from non-translation programmes. According to Alsolami (2022), although half of the
English language programmes at Saudi universities state an objective to prepare professional translators for the market, only three (out of eight) integrate the teaching of translation technologies into their curriculum, indicating a potential lack of technological competence among would-be translators. The teaching content and practices of the English learning programmes might not be sufficient to meet the reality and requirements of the modern translation market. This finding should encourage significant reforms in the curriculums of these programmes to include translation technology training to ensure providing the translation market with translators with a sufficient level of technological competence.

The participants were also required to identify the kind of teaching used to teach MT and CAT tools in the academic programmes they graduated from. Figure 2 below displays the results of the teaching status of MT and CAT tools, as indicated by the respondents.

![Fig. 1. Teaching status of CAT tools and MT (respondents’ views).](image)

The above figure shows that about half of the respondents did not receive any training on MT, in addition to roughly one-fifth who learnt MT theoretically only without any practical training. This makes up almost two-thirds of the respondents who were not exposed to MT training during their BA studies. This finding is consistent with Abu-ghararah’s (2015) study that investigated the availability of technology and language resources in translation programmes at Saudi universities. It was found that most students 80% confirmed the absence of MT teaching in these academic programmes; thus, they lack technological competence. Regarding their perceptions towards CAT tools training, most respondents described the situation as worse than training on MT. The results show that more than half of the respondents were not trained at all in using CAT tools during their BA studies, in addition to 15% who were only provided with theoretical knowledge about CAT tools. This increased the number of translators whose abilities are more likely to be deficient in using CAT tools when they start their translation careers. The results indicates that translation technology training has not adequately been provided for trainee translators in Saudi academic programmes since almost two-thirds of the respondents were not trained properly to use MT or CAT tools during their
BA studies. This finding supports the previous studies such as Abu-ghararah (2017) and Alrumaih (2021), who pointed out that the gap between translator training programmes and the translation industry in Saudi Arabia is still perceived, particularly concerning the insufficient integration of translation technologies into the curriculum content taught in the academic programmes. Specifically, Alrumaih (2021) reports that there is a diversity in the way of delivering translation technology courses, whether practically or theoretically, to students in the translation programmes at Riyadh-based universities. The author found that these academic programmes lack the provision of practical training on CAT tools for trainee translators. There may be a necessity for policymakers and curriculum designers to rethink about the teaching content and methods adopted to teach translation technology courses in Saudi academic programmes.

Moreover, the respondents were asked to rate their technological competence in thirteen statements categorized into four skill domains. These domains are as follows: skills in MT (3 criteria), skills in CAT tools (4 criteria), skills in localization (2 criteria) and Skills in other technology-related activities (4 criteria). It is worth mentioning that these domains are increasingly recognized in the modern translation industry as technology language trends, as revealed in the Nimdzi Language Technology Atlas published in 2022.

Technically speaking, the results of this section are reported and discussed based on the average percentages of the responses to provide estimates of the translators’ level of competence in each technological domain. Figure 3 below provides relevant details to the participants' three abilities to pre-edit texts for MT, post-edit MT, and configure MT systems.

![Fig. 3. Translators’ proficiency in MT-related skills.](image)

The results indicate that MT is widely accepted as part of the normal translation work in the modern translation market in Saudi Arabia since only an average of 13% of the respondents who said that MT is unnecessary for their work. This result aligns with what Alkhatani (2021) reported about the increasing adoption of MT among translators
in the Saudi market. The overall assessment shows that an average of 61% of the respondents describe their competence status as proficient in MT-related skills. This should be seen as a positive development in the Saudi translation market since this technology (MT) is becoming increasingly prevalent in the translation market worldwide. However, the fact that an average of 12% of the respondents labelled themselves incompetent indicates that they are not confident about their skills in using MT. Moreover, the results show that an average of 14% of the respondents confirmed their moderate abilities in MT-related skills, which increases the number to be just over one-quarter of the respondents with a limited level of proficiency in dealing with MT-related skills. The latest version of the EMT model has enhanced the crucial incorporation of the skill of interacting with MT within the overall professional translation competence (EMT, 2017). According to the recent Nimdzi market survey (2023), the majority of the surveyed translation companies have witnessed a significantly greater use of MT during the second quarter of 2023 compared to the preceding quarter, up to 60.4% from 42.9%. Moreover, Salamah (2022) mentioned that many job announcements posted by translation employers in the Saudi translation market require proficient candidates in MT. Having the ‘Saudization’ process in mind, translators with a low level of competence or completely deficient to use MT might find difficulties to find a job in the competitive translation market. The results indicate that the MT domain might be an area of strength for most professional translators; yet there is still a need for improvements in terms of providing additional training for translation professionals to develop their competence in using MT more efficiently.

![Fig. 3. Translators’ proficiency in CAT-related skills.](image-url)

Like the use of MT, the overall assessment shows that CAT tools are widely used among most professional translators in the Saudi translation market since only an average of 10% stated that this technology is not required in their work. Perhaps, translators
are less likely to use CAT tools if they work in translation fields where using CAT tools is not common (e.g., literary translation field). The results illustrate that an average of 60% of the respondents rated their abilities as competent in the four CAT tools-related skills. This could be a positive sign of the status of the translators’ level of proficiency in adopting CAT tools in their work. However, an average of 14% of the respondents described themselves as deficient in dealing with CAT tools, in addition to an average of 16% who have average abilities in this area. Such a deficiency in skills and knowledge of CAT tools could influence the translator’s productivity and work quality, which, as a result, have potential impacts on both the reputation of translators and the quality of the translation market. In their study, Alshaikhi el., (2018) reported similar findings about the translators’ lack of familiarity with the activities related to translation memory (TM) and termbase (TB) during their work. In the same regard, Alkhatani (2021) also stressed the essential demand to equip professional translators with the necessary skills to use the advanced features and customization of CAT tools. Therefore, more comprehensive training sessions are needed to ensure that translation professionals are fully equipped to meet the needs of the modern translation market.

The above figure displays the responses to the two items related to the localization domain, which registered similar ratings by the respondents. The results show that an average of 40% of the respondents rated themselves as competent in performing the localization processes (e.g., multimedia websites). However, a significant percentage of the respondents rated their competence level as only moderately competent 16% or completely deficient 26%, making up a total average percentage of 42% of the respondents without the necessary skills and knowledge to deal with the complexities of localization processes. Unlike traditional text-based translation, localization projects need a high level of proficiency from translators to successfully produce high-quality localized content. The results indicate a lack of competence among professional translators in

![Fig. 4. Translators’ proficiency in localization-related skills.](image-url)
localization-related skills, which potentially impacts the quality and efficiency of their work. In other words, a large percentage of professional translators felt unprepared to provide localization services or involve in large-scale projects that need translators with a sufficient level of competence in the localization domain. Therefore, it could be stated that this skill domain is an area needing more improvements for the majority of the respondents. Previous research has not adequately explored the localization aspect of the Saudi translation market and the competence level of translators (localizers), which makes it difficult to monitor the translators’ level of competence in this specific domain. However, some resources in the literature pointed out that the requirements of translation employers have been long misaligned with the level of competence of job seekers (Fatani, 2009; Abu-ghararah, 2017; Salamah, 2021).

Similar to the ratings given in the localization domain, the overall assessment shows that an average of 40% of the respondents rated their level of proficiency as competent in the four skills shown in Figure 5. However, a relatively high percentage of respondents rated themselves as either moderate 19% or sub-competent 24%, which is a total of 43% on average. This result indicates a lack of understanding and proficiency among the majority of participants to implement more specialized technologies, which has resulted in translators feeling unconfident in dealing with speech recognition systems, desktop publishing tools, programming macro-commands and mobile technologies. In a growing translation market, translators should not be lagged behind evolving technologies to avoid being at a disadvantage in competing for work. The results suggest that acquiring new skills related to various types of technologies and improving them are necessary to facilitate the translation process for translators and keep them up to date with the changing needs of the modern translation market in the 21st century.

![Fig. 5. Translators’ proficiency in different technology-related skills.](image-url)
5 Conclusion

Having surveyed an important stakeholder in the translation market, i.e., professional translators, the current paper is a call for academics to think of new ways of teaching translation technologies to match the requirements of the modern translation industry. Despite the technological ill-preparedness reported by the respondents during their BA academic studies, the self-assessment survey indicates a relatively high competence level among more than half of the respondents in interacting with MT and dealing with CAT tools in the Saudi translation market. However, the results also report that there are technological competence areas in which translators need further training and support to adapt to the changing technological landscape. The participants show some deficiencies in dealing with the processes of localization and using more advanced technologies such as programming macro commands. Moreover, the paper suggests that translation scholars and researchers may need to revisit the concept of technological competence and what that actually means in light of recent technological developments and how the various tasks of the translation process will be divided between humans and machines in a technologically driven industry. Translators’ approaches to technological competence should also be reviewed to encompass the ability to adapt to new technologies and interact with the machines effectively.
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Abstract. When faced with language barriers, UK healthcare staff have found themselves turning to machine translation (MT) – predominantly Google Translate – to fulfil their duty of care to patients [3, 16, 23]. Despite the risks potentially posed by the use of MT in such complex and sensitive situations, little research currently exists as to healthcare staff awareness of these risks in real-life settings. This gap is particularly notable concerning the use of MT with patient medical record information compared with interpersonal situations and patient-oriented documentation [6, 7, 8, 14, 16, 22, 27]. While research has been conducted into the perceptions and practices of the general population concerning MT use in largely lower-stakes contexts [31], research on the extent to which these transfer to higher-stakes settings remains lacking. The contribution this paper aims to make is therefore twofold: to investigate the impact of MT on patient medical record documentation and to explore the extent to which healthcare staff are aware of the risks potentially posed by its use. In this paper, we selected contextualised medical abbreviation examples from authoritative French and Spanish clinical corpora [9, 15] to serve as a use case, abbreviations having previously been shown to pose an increased risk for patient harm even prior to their translation with Google Translate [2, 5, 12, 19, 25, 28]. Examples containing higher-risk MT errors were presented to healthcare staff to ascertain their perceptions and risk awareness as part of semi-structured interviews. Whilst these interviews remain ongoing, this paper presents the findings on risks identified in the use of MT with patient medical documentation, and the responses obtained thus far.
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1 Introduction

The National Health Service (NHS) in England formally cautions its staff against using online MT services on the grounds that ‘there is no assurance of the quality of the translations’ [17]. Despite this, cases abound in which healthcare staff have found themselves resorting to non-domain specific, commercially available MT, such as Google Translate (GT), when providing interpersonal or written assistance to patients with limited to no English language proficiency [3, 16, 23]. Vieira et al. [30] note that ‘research on the implications of the widespread and potentially uninformed use of this technology remains sparse’. Further to this, despite patient medical records constituting an arguably central component of patient care, there is currently next to no literature on the implications of their
use with MT. The need for further research in this specific yet significant subdomain is underscored by the comparative attention paid to the use of MT as a form of interpreting aid in interpersonal situations and for patient-oriented documentation [6, 7, 8, 14, 16, 22, 27]. The contribution this paper therefore aims to provide is an investigation of the impact of MT on patient medical documentation, and an examination of the extent to which healthcare staff are aware of the risks potentially posed by its use.

To this end, contextualised examples containing medical abbreviations were selected as a use case, these ubiquitous features of the healthcare domain having been shown to pose an increased risk for patient harm even at the monolingual level [2, 5, 12, 19, 25, 28]. This paper presents an analysis of the impact of GT on specific abbreviation examples in terms of the errors produced at a linguistic level and the potential risks to patient safety arising from its use. Examples containing higher-risk MT errors were presented to healthcare staff within the context of semi-structured interviews to ascertain their perceptions of and risk awareness of the same. While interviews with healthcare staff remain ongoing, the preliminary conclusions drawn thus far are provided in Section 8 below.

2 Related Work

The misinterpretation and/or misuse of medical abbreviations in healthcare settings has been identified in the literature as a significant contributing factor towards increased potential for patient harm, even at the monolingual level [2, 5, 12, 19, 25, 28], though scant research comparatively exists with regard to their translation using MT. It is for precisely this reason that abbreviations were selected as a use case with which to analyse phenomena for which the risk to patient safety in such higher-stakes contexts may potentially be further exacerbated by the use of commercially available and non-domain specific MT.

In an attempt to overcome the difficulties posed by language barriers in healthcare settings, various domain-specific applications have been developed over the last twenty years with a view to improving delivery of care to patients from diverse cultural and linguistic backgrounds [1, 4, 18, 26]. Further to this, a range of mobile translation applications developed specifically for providing communication support to both staff and patients unable to speak the dominant language of the healthcare setting have been subject to formal evaluation as to their effectiveness in practice [11, 20, 21, 24, 29]. Despite these developments, commercial MT in general and Google Translate in particular remain prevalent in both academic and grey literature discussing the use of technologies in healthcare settings [3, 6, 7, 8, 14, 16, 22, 27]. The ready availability, convenience of use and cost-effectiveness of MT appear to make it a ‘better than nothing’ alternative for staff who must balance their duty of care against time, cost, and/or resourcing constraints [3, 16, 23]. As noted by Vieira et al. [30], ‘language barriers coupled with funding pressures and other practical difficulties expose doctors and patients to a dilemma where MT, albeit risky, is perceived as the easiest route to cross-linguistic communication’. Google Translate was therefore selected for use in the present research, reflecting as this does its documented use in real-life healthcare contexts.

Furthermore, while research has been conducted into the perceptions and practices of the general population concerning MT use in primarily lower-stakes contexts [31], studies on the extent to which these transfer to such higher-stakes settings as healthcare remain limited. This paper therefore also seeks to contribute to the knowledge gap in regard to the extent to
which healthcare staff are aware of the risks potentially posed by its use when applied to professional settings involving patient care. Finally, the existing literature on the use of MT in healthcare settings is largely focused on its use as a form of interpreting aid in interpersonal situations and for patient-oriented documentation [6, 7, 8, 14, 16, 22, 27]. As such, this paper aims to examine its use within the context of patient medical record information, this being a particularly understudied yet significant aspect of an already understudied area.

3 Data Research Methodology

3.1 Data Collection

Medical abbreviations were selected as a use case with which to investigate and analyse the creation or amplification of risk through their use with MT. This decision was made on account of such abbreviations having previously been identified as posing an increased risk for patient harm even prior to translation [2, 5, 12, 19, 25, 28]. It should be noted that ‘abbreviation’ is, per Sheppard et al. [25], used as an umbrella term for ‘any shortened form of a word […] any acronym […] any contracture […] and any initialism’.

It was first necessary to select at least one in-domain, non-English SL corpus with which to identify and isolate instances of relevant phenomena. A key criterion was the prioritisation of reliable clinical data from authoritative sources. The aim of this was to echo as authentically as possible the medical nature and linguistic features of written information encountered in healthcare environments, allowing for a more realistic assessment of the potential risks involved in its translation with MT. The decision was made to begin with source languages with which the first author was already familiar, namely French and Spanish.

The first corpus selected was the CAS corpus, a French clinical corpus comprising clinical cases published in scientific literature and both legal and medical training resources [9]. This contained a mixture of real, de-identified and fake patients used for medical educational purposes and comprised 4,900 clinical cases. The second corpus selected was CodiEsp, a Spanish clinical corpus comprising a randomly sampled development dataset (250 cases), test set (250 cases) and training set (500 cases), along with an unannotated background set containing a further 2,751 cases [15]. A notable advantage offered by both corpora was their coverage of various specialties, patient comorbidities and case histories written at the expert-to-expert level, as would be expected from the type of real-life healthcare documentation on which both were based.

3.2 Data Preparation and Processing

Given the size of the corpora used, a simple custom desktop application with which to identify and isolate relevant data instances was designed by the first author and implemented by a professional software developer using Microsoft Visual Studio and C#. This allowed for the filtering of sentences from the corpus according to manually configurable and selectable search patterns, implemented using regular expressions. The option to manually add matches containing irrelevant instances to a list of exclusions was also incorporated, as was a feature enabling exportation of selected matches to an Excel file for use with MT and analysis in...
4 Data Examples: Experimentation, Results, and Analysis

A random set of SL matches were analysed to explore any issues arising from their translation with GT. In addition to focusing on abbreviations, any other relevant phenomena were acknowledged and recorded for reference, with the research remaining focused on the use case. The following examples were considered particularly notable in terms of their potential for increased risk to patient safety and were thus selected for use in interviews with healthcare staff. As follows (emphasis and/or [sic] added for clarity):

Example 1: ‘AO’

ST: En el examen inicial presentaba una AV con su corrección (AV CC) de 0,2 en AO que mejoraba a 0,4 con estenopeico. La motilidad pupilar era normal, la presión intraocular (PIO) de 18mm Hg en AO y no presentaba alteraciones en la biomicroscopia anterior (BMA). La refracción bajo cicloplejia (RBC) era de -4,50 en AO. En el fondo de ojo (FO) se apreciaban estrías retinianas en la mácula de AO. La tomografía axial computarizada (TAC) no reveló anomalías en la región orbitaria ni asimetrías ni alteraciones en la posición del diafragma iridocrystaliniano.

GT: In the initial examination, she presented a VA corrected for her (VA CC) of 0.2 in AO that improved to 0.4 with pinhole. Pupillary motility was normal, intraocular pressure (IOP) was 18mmHg in AO, and she had no alterations in anterior biomicroscopy (AMB). Refraction under cycloplegia (RBC) was -4.50 in AO. Retinal striae were seen in the eye fundus (FO) in the AO macula. Computerized axial tomography (CAT) revealed no abnormalities in the orbital region or asymmetries or alterations in the position of the iris/crystalline diaphragm.

This Spanish to English ophthalmological example contains four instances in which the abbreviation ‘AO’ (‘ambos ojos’ in Spanish, for which the correction translation would be the Latin ‘OU’, ‘oculus uterque' or English ‘BE’, ‘both eyes’) remains wholly untranslated in the MT, seemingly due to the lack of a full term preceding the SL abbreviation. The result is the omission of central clinical information as to the relevant examination having been conducted on both eyes. While other abbreviations present in the MT, such as ‘RBC’ (‘refracción bajo cicloplejia’/’cycloplegic refraction’, ‘CRx’) and ‘FO’ (‘fondo de ojo’/[eye] fundus) remain either mistranslated or untranslated, these are at least preceded by the full if only broadly rendered terms, whereas this surrounding context remains absent for ‘AO’.

Example 2: ‘DRS’

ST: Au cours des dix dernières années, elle a subi quatre coronarographies, neuf échographies cardiaques et douze épreuves d’effort au tapis roulant. Depuis la dernière dilatation, quatre ans auparavant, aucune lésion significative ou donnée probante de resténose ne sont notées aux
Over the past ten years, she has had four coronary angiograms, nine cardiac ultrasounds and twelve treadmill stress tests. Since the last dilation, four years earlier, no significant lesions or evidence of restenosis have been noted on coronary angiograms. Pulmonary pressures are normal. No valvular disease appears on ultrasound. The electrophysiological parameters in relation to the follow-ups related to his defibrillator pacemaker are adequate; no significant abnormality appears and no therapy is therefore applied to him. Although this lady is not followed in this establishment, she assures us that her lupus is stable. Moreover, C-reactive protein is normal, blood pressure is well controlled, and angina pain is not pericardial in nature. Finally, she is not known to have any psychiatric history. However, the patient continues to present with DRS.

This largely cardiological French to English example, which shifts to psychiatry in the penultimate sentence, reflects a complete failure by the MT to translate ‘DRS’ (‘douleur(s) rétrosternale(s)’), for which the correct translation in English would be ‘retrosternal pain’. While this non-translation in the MT also appears to have arisen from the lack of a full term preceding the SL abbreviation, by comparison with ‘AO’ for which a directly equivalent medical abbreviation does indeed exist in either Latin or English, both options being in use in modern healthcare settings, no such direct equivalent exists in English for ‘retrosternal pain’. Despite being the only abbreviation in the paragraph, ‘DRS’ is of central importance to identifying the patient’s symptoms, described as these are as ongoing. The ambiguity arising from this non-translation may hinder the patient’s treatment as a result.

In view of the untranslated abbreviations in the MTs and the apparent centrality of these to comprehension, it was speculated that the ambiguity arising from such issues may at best hinder effective care delivery or, at worst, actively increase the potential for patient harm in real-life healthcare settings. Interviews with healthcare staff were planned to explore their views on this potential for increased risk accordingly.

5  Interview Methodology

5.1  Recruitment Process

Participants approached for recruitment included both medically qualified professionals and those performing non-clinical healthcare roles, this professional diversity being considered directly relevant to the type of information each might seek to identify in the texts, their respective degrees of clinical risk awareness, and their approaches to risk management. No specific criteria were assigned concerning participants’ foreign language knowledge, length of professional service or specific care setting, these aspects all being considered to offer both more realistic diversity in terms of background and potentially interesting analyses.
Recruitment was conducted via snowball sampling. The study was granted a Favourable Ethical Opinion by the University of Surrey Ethical Committee in February 2023.

5.2 Interviews: Data Example Presentation and MT Output Scoring

During the interview process, the selected abbreviation examples were presented consecutively to healthcare staff for their responses. A blind study approach was considered essential to enhancing interview response quality on the basis that, in addition to more closely mimicking the types of situations liable to occur in real life, taking such an approach would assist in safeguarding against priming or increasing the risk of social desirability bias among participants. The full interview questions are listed in the Appendices below.

Participants were first shown the ST on a blind basis, their being neither alerted to the presence of potentially higher-risk phenomena nor given any prior explanation as to the content beyond its pertaining to patient medical documentation and provenance from authoritative clinical data. Furthermore, the ST was framed in terms of a scenario specific to what each participant might encounter in the course of their particular professional role. This contextualisation was considered important to ensuring that participants fully grasped the aim of the exercise beyond the purely linguistic and increased their confidence in being able to provide relevant and comprehensive information based on their approach to and/or experience of such documentation in real-life settings.

Participants were first asked what information they might look to identify in the ST and for what purposes (Q1) to gain an insight into their particular priorities and immediate thought processes (e.g., identification of specialty, degree of clinical urgency, etc.), should these vary by professional role. They were then presented with the corresponding MT in English, retaining access to the ST for reference purposes, and asked what action they would take in the event of identifying a potential error in the example MT output (Q2). Where participants were unable to identify any errors in the given examples, they were permitted to answer the question on a more general basis, again with a view to understanding their thought processes and practices when managing such potential risks in real life.

Participants were then asked to score their degree of confidence in using the MT output in a real-life professional situation, along with the reason for their score (Q3). The following 6-point Likert scale was applied: 0 = ‘not at all confident’; 1 = ‘slightly confident’; 2 = ‘somewhat confident’; 3 = ‘fairly confident’; 4 = ‘confident’; 5 = ‘completely confident’.

This first round of scoring was followed by a discussion with the participant as to the general content of the MT (e.g. the specialty, scenario, and the nature of the information being conveyed), the SL meaning of the centrally problematic abbreviation in question and its corresponding translation in English, and the potential clinical impact of its remaining untranslated in the MT output on care delivery. On being given this information, participants were invited to share their thoughts on these elements. They were also at liberty to comment on any other abbreviations or higher-risk phenomena they had identified during or as a result of this discussion, given the scope this provided for gaining insight into any changes in their perceptions of the MT and/or their degree of risk awareness.

Following the discussion stage, all participants were invited to provide another confidence score and corresponding reason for their score (Q3), even if this remained unchanged. Medically qualified participants were asked to provide a score for the degree of potential risk to patient safety they perceived to be present in the MT and asked to provide a reason for their score (Q4). Only medically qualified participants were invited to respond to Q4 in order
to preserve the clinical authority of the responses. A 4-point Likert scale adapted from Brunetti et al. [5] was applied accordingly: 0 = ‘no capacity to cause harm’; 1 = ‘capacity to cause harm’; 2 = ‘capacity to contribute to or result in temporary harm requiring intervention’; 3 = ‘capacity to contribute to or result in death’.

Finally, all participants were given the opportunity to add any closing comments prior to concluding the interview. This was phrased as an unofficial open question so as to elicit as natural a response as possible from participants.

6 Interviews: Data Example Results

As interviews remain ongoing, only a small sample have been fully analysed and are included in this paper accordingly. These have nonetheless yielded interesting insights in regard to participants’ awareness of the risk present in the examples provided. It should be noted that, due to the depth of analysis applicable to each participant, it was necessary to exclude the results for the ST alone (Q1). The core findings on participants’ responses to the MT output are presented according to the order in which the interview was conducted.

Participant 1 (IV1): Referral Hub Supervisor

IV1, a native European Portuguese speaker, had worked in primarily administrative roles within the NHS, including Community Outpatients and A&E, over almost ten years. While their current and prior roles were not directly clinical in nature, they noted having ‘some clinical background as I was in the ambulances […] but my main role was a coordinator in A&E’, describing this as ‘admin with the knowledge of clinical’. During the course of the interview, IV1 stated that they could ‘understand more or less Spanish’ but not French. Both texts were presented to IV1 in the context of a patient arriving in A&E with medical information important to their continuity of care.

Example 1: ‘AO’

Q2: IV1 placed particular emphasis on their understanding that, not being medically qualified, ‘it wouldn’t be my place to make a clinical decision’ in regard to the MT’s reliability and as such would pass the text on to a clinician. They added that they would escalate it and seek an interpreter or translator ‘to be sure that this is the right translation’.

Q3 (confidence scoring prior to discussion): Of particular note was IV1’s mistrust in the MT’s reliability, seemingly owing to their unfamiliarity with the medical terminology used (‘pinhole’), for which a register shift from expert-to-expert to expert-to-lay was instead perceived as having occurred: ‘[…] it doesn’t sound clinical [or] professional […] it sounds like the type of language you would be talking to patient for them to understand’. IV1 otherwise stated that ‘all the rest, it does seem spot on […] I’m really very, very impressed […]’. A score of four (‘confident’) was assigned, with IV1 noting that the ambiguity surrounding ‘pinhole’ was the main reason for questioning the MT’s fitness for purpose.

Discussion: IV1 indicated that the numerical figure preceding ‘AO’ had led them to believe that this referred to a medication name rather than a body part, thus not initially catching their
attention as higher-risk: ‘[...] I thought it was a saline, a sort of medication, I just jumped it ahead’. They added that, without the preceding full term from which to glean more context for ‘AO’, ‘you wouldn’t know [what it was]’ and, in attempting to identify it as a medication, clinicians ‘would be wasting [...] hours no end, because they would not find it’. This discussion appeared to galvanise IV1 into examining other abbreviations present in the MT more closely, with their independently making the observation that ‘FO’ (‘fondo de ojo’/[eye] fundus’) likewise remained untranslated.

Q3 (confidence scoring following discussion): IV1 reduced their score from four (‘confident’) to three (‘fairly confident’) on the grounds that ‘in this situation [...] [‘AO’] is important, but it’s not essential’ according to their perception that the clinical picture was normal, though they had interpreted the text as pertaining only to one eye, rather than both.

Example 2: ‘DRS’

Q2: The same answer as previously applies to this question.

Q3 (confidence scoring prior to discussion): IV1 indicated greater confidence in this MT than for Example 1, seemingly due to its more cohesive reporting structure and the perceived accuracy of the terminology and/or lexis used: ‘[...] it makes sense, what I’m reading in English’ and ‘the words that are translated seem more professional [...] it seems a proper report, to be honest with you [...] I would believe in this’. On independently focusing on ‘DRS’, they noted that they neither understood the abbreviation nor were able to decipher its meaning by reversing the order of the letters. Despite this, the MT was assigned ‘a confident four’.

Discussion: While examining the ST, IV1 initially misread the patient as having been referred to Psychiatry on the basis of a cardiac cause having been ruled out, rather than its having already been determined that they had no known psychiatric history. On clarifying this point during the discussion stage, IV1 speculated on the possible meaning of ‘DRS’: ‘I don’t know exactly what it stands for, but I would say something on those lines of anxiety, panic attacks, that are still showing the pain and the pressure on the chest, giving the idea of a heart attack or a stroke, for example’. However, as no such psychiatric history was present, IV1 ultimately remained unsure as to its significance.

Q3 (confidence scoring following discussion): IV1 indicated that they would not feel confident using the MT owing to the unresolved ‘DRS’: ‘[...] in health, there’s no assumptions, you need to have facts [...] it needs to be clear’. They further added that ‘[...] I do not trust Google Translate, because you are quite confident in most of the text and then it comes [to] the bottom and you think, ‘Oh...’ [...] ‘Can I trust the rest of what is above? Maybe not’. Notably, due to this ambiguity surrounding the patient’s ongoing symptoms, IV1 not only revoked their previous score but ‘would go even lower, because in this situation, it could be [a] more serious outcome [...] [she] still has the pain, so that needs to be investigated. And that is not clear’. Their score was reduced from four (‘confident’) to two (‘somewhat confident’) on the basis that they no longer trusted the MT: ‘[...] that took my confidence completely away [...] it makes sense what is above, but does it? [...] I don’t trust it anymore’. 
Participant 2 (IV2): Advanced Clinical Practitioner

IV2, a native English speaker, had worked extensively in emergency care nursing in the NHS for nearly thirty years across a variety of specialties and care settings and had since begun practising as an Advanced Clinical Practitioner. In terms of language knowledge, they indicated being able to ‘make out bits and bobs that [...] you could pick up on’ in Spanish but were otherwise unable to speak or read it. Throughout the interview, they appeared to recognise French words with greater ease, though did not claim to have any formal knowledge of the language. Both texts were presented to IV2 in the context of a patient in need of treatment, accompanied by medical record information from their home country.

Example 1: ‘AO’

Q2: IV2 immediately identified ‘AO’ as unrecognised but attributed this to unfamiliarity with the specialty in question rather than a translation issue (‘I don’t know what ‘AO’ is [...] because I’m not an Ophthalmology specialist’), noting that they would ‘refer to a specialist to be on the safe side’.

Q3 (confidence scoring prior to discussion): IV2 assigned the MT a score of two (‘somewhat confident’) on the basis that it enabled them to establish a rough clinical picture, though this was hampered by their own unfamiliarity with the specialty in question. Interestingly from a comparative confidence perspective and in view of the subsequent cardiological French ‘DRS’ example, they also noted that ‘If it was something like a cardiac presentation, for example, I’d know an awful lot more, and I could be a lot more confident in interpreting the text based on what I’d seen with the patient’.

Discussion: IV2 indicated that their unfamiliarity with the specialty drew their attention to ‘AO’ and informed their decision to seek help with the MT, though they still perceived this ambiguity as being clinical in nature, rather than a translation issue: ‘[...] I thought ‘I don’t know what that means’, but Ophthalmology would look at that and [...] probably make an educated guess [...]’. Furthermore, on discussing the lack of preceding full term with which to decipher ‘AO’ by comparison with other abbreviations in the text, IV2 highlighted the fact that ‘If there’s no context to it [...] you just don’t know what it is’.

Q3 (confidence scoring following discussion): IV2 indicated that they would retain their confidence score of two (‘somewhat confident’), seemingly on the basis of most of the MT enabling them to establish a broad clinical picture. However, they emphasised having taken note of the ambiguity arising from the lack of context preceding ‘AO’ in their assessment: ‘[la presión intraocular] you can, sort of, interpret that, and see [...] that relates to the words before, but just the abbreviation, that has no context whatsoever, does it?’.

---

1 Health Education England (HEE) defines Advanced Clinical Practice as being ‘delivered by experienced, registered health and care practitioners. It is a level of practice characterised by a high degree of autonomy and complex decision making. This is underpinned by a master’s level award or equivalent that encompasses the four pillars of clinical practice, leadership and management, education and research, with demonstration of core capabilities and area specific clinical competence’. [10]
Q4 (potential risk to patient safety scoring following discussion): The MT was assigned a score of two (‘capacity to contribute to or result in temporary harm requiring intervention’) based on the need to seek assistance with the translation to avoid negatively impacting on patient safety, adding that ‘you would definitely need to get help with this’.

Example 2: ‘DRS’

Q2: IV2 immediately identified ‘DRS’ as unrecognised, along with the inconsistent translation of gender throughout the MT (alternating between male and female) and cardiology-specific terminology with which they were unfamiliar (‘resténose’/’restenosis’). Again, they indicated that the MT may be useful for obtaining valuable information but would be mindful of the errors identified in assessing its reliability for clinical purposes: ‘[...] it does give me important information, but there are certain things in there that I would think, ‘That’s not right’’. They emphasised the importance of integrating the information provided by the MT into a wider clinical assessment of the patient and any attendant investigations, approaching the text with a degree of caution accordingly: ‘[...] I would take some of the information from this, but I would have definitely got it interpreted and maybe referred to Cardiology if I was concerned about the patient, but [...] I wouldn’t rely on it too heavily, at all’.

Q3 (confidence scoring prior to discussion): Despite the untranslated ‘DRS’, a confidence score of two (‘somewhat confident’) was assigned to the MT on the basis of its enabling IV2 to establish an overall picture of the patient’s medical history, though its use in practice would fit within the wider framework of their clinical assessment of the patient.

Discussion: IV2 indicated that despite obtaining a general overview of the clinical context from the MT, the non-translation of ‘DRS’ remained centrally problematic to treating the patient’s symptoms and would therefore need to be resolved due to its potential criticality in clinical terms: ‘I would want help with that, because I don’t know what it is, and it might be very important [...] [‘DRS’ has] been investigated, nothing found, but what is it?’.

Q3 (confidence scoring following discussion): IV2 again expressed an appreciation for the clinical background provided by the MT, though within the context of its being complementary to their wider clinical assessment: ‘[...] you would have confidence, in a way, that you’re dealing with a certain situation’. Despite this, their score was reduced from two (‘somewhat confident’) to one (‘slightly confident’) in acknowledgement of the need to resolve ‘DRS’, for which they indicated referring to a French-speaking colleague or Language Line [an interpreting and translation service used across the NHS].

Q4 (potential risk to patient safety scoring following discussion): IV2 assigned the MT a score of three (‘capacity to contribute to or result in death’) owing to the potentially significant nature of the medical issue at hand and the ambiguity surrounding the centrality of ‘DRS’ to determining the ongoing symptoms and prioritising patient safety: ‘Because it’s a cardiac presentation [...] it’s probably more critical to understand the interpretation because it could be something that you could get very wrong’.
In closing, IV2 indicated that the interview had given them pause in considering the use of abbreviations in their own professional practice, particularly given the ubiquity of such features in both verbal and written healthcare contexts. However, time was noted as a contributor to their continued use: ‘We use abbreviations all the time at work […] and if I was to document, should I be using abbreviations or should I be using the full text? And I think I should be using the full text. But time is a factor […] [Abbreviation use] is a language in itself’.

7 Discussion of Preliminary Findings

7.1 Impact of MT Use with Patient Medical Record Documentation

The examples analysed in Section 4 indicate that certain medical abbreviations, particularly those for which no surrounding context in the form of a preceding full term is provided in the ST, run the risk of remaining entirely untranslated in the corresponding MT output. In the case of ‘AO’, a correct translation should have reflected the directly equivalent abbreviation available in either Latin or English. By contrast, for ‘DRS’, the failure of the MT to provide an appropriate translation may be attributed to the fact that no such directly equivalent abbreviation exists in English, in addition to the absence of preceding context in the ST. Given the higher-stakes setting and the centrality of both abbreviations to comprehension of their respective clinical contexts, their non-translation not only implies an error at the linguistic level but also a potential increase in risk to patient safety.

7.2 Awareness among Healthcare Staff of Risks Posed by MT Use with Patient Medical Record Documentation

While both participants initially underestimated the relevance of the selected abbreviations to the MT’s clinical fitness for purpose, their respective responses indicated an interesting difference in reasoning as to the influences on their perceptions in this regard. IV1’s view of MT reliability appeared to be more heavily influenced by the perceived text quality at a broader linguistic level and its conformance to typical reporting structures, as well as the cohesiveness of each text as a whole. Further to this, they acknowledged having originally overlooked the untranslated ‘AO’ owing to the assumption that it represented a different type of information. IV2’s view of this reliability appeared to depend more heavily on their familiarity with the specific specialty, rather than an awareness of a translation issue present in the MT. This was reflected in the fact that, while IV2 immediately identified both abbreviations as unrecognised, their initial assumption with regard to ‘AO’ was that this was due to their unfamiliarity with ophthalmology rather than its remaining untranslated in the MT output. Following discussion, both participants appeared to adopt a more critical eye from a translation perspective, with IV1 in particular paying closer attention to other untranslated abbreviations in Example 1 and both IV1 and IV2 focusing more closely on the impact of the lack of a preceding full term on the (non)-translation of both ‘AO’ and ‘DRS’.

In terms of changes to participants’ degree of risk awareness following discussion, IV1 initially expressed less concern over the non-translation of ‘AO’. This was seemingly based on their perception of the patient’s overall clinical stability. However, following discussion of ‘DRS’, they indicated a significant drop in trust in the MT output owing to the potentially
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serious clinical implications arising from its non-translation, this distrust extending to the reliability of the entire MT as a result. By comparison, IV2 appeared to adopt a more integrative approach to assessing risk in the MT output in terms of its allowing them to establish an overall picture of the patient’s background within the framework of their wider clinical assessment. However, at no point were the errors and/or ambiguities present in the MT dismissed by IV2 as a result of this approach; to the contrary, it was emphasised throughout that these would need to be identified and addressed in order to preserve patient safety, particularly given the ambiguous nature of the ongoing symptoms indicated by ‘DRS’.

In regard to management of the potential risks posed by using the MT in a professional setting, both participants demonstrated sound awareness of the need to confirm the content of the MT to ensure clarity of comprehension and preserve patient safety, whether through deferral to a clinical specialist and/or professional language services. In particular, IV2 emphasised the fact that while they considered the MT to contain potentially important information that should not be disregarded outright based on the ambiguities and/or errors present, the MT output would require both double-checking and integration into their own clinical assessment of the patient, rather than relying on it in isolation. Furthermore, IV2 commented that the interview had inspired them to reconsider their own practices in terms of abbreviation usage in a real-life setting, despite the time constraints present in their work environment.

8 Conclusions and Future Work

Both participants demonstrated an encouraging degree of risk awareness in their respective approaches to managing ambiguities and/or errors present in patient medical record information translated with MT. Nonetheless, it would appear that there remains a need to raise awareness among healthcare staff concerning the closer consideration of unrecognised medical abbreviations in MT output, particularly where these are inadequately translated or not translated at all, and may increase the potential for risk to patient safety as a result. This is especially relevant to medical abbreviations lacking in preceding context in the ST, the non-translation of which may impact negatively on care delivery due to their being overlooked by healthcare staff as less immediately relevant to clinical assessment than more readily recognisable medical terminology, misinterpreted as other types of information, or simply assumed to belong to another specialty. The difference in reasoning as to the influences on each participant’s perceptions of the MT’s fitness for purpose also raises interesting questions as to the degree to which future participants may interpret text quality at the broader linguistic level (that is, in terms of lexis and/or terminology, conformance to expected genre conventions, etc.), along with the extent to which this perception influences their awareness of the risks presented by both medical abbreviations and their (non-) translation with MT. These findings are currently being followed up by interviews with a further 18 participants and shall be subject to more comprehensive analyses accordingly.
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10 Appendices

Interview questions

Q1 (ST only): What kind of information in the documentation, if any, would you be looking to identify, and for what purposes?

Q2 (MT with ST available for reference): If you identified, or thought you may have identified, an error in the machine translation output, what would you do?

Q3 (confidence scoring requested from all participants prior to and following discussion): How confident would you feel about using this machine translation output in a real-life professional situation? Please give a score for your degree of confidence and explain your answer.

Q4 (potential risk to patient safety scoring requested from medically qualified participants only, following discussion): Please provide a score for the degree of potential risk to patient safety you would consider this machine translation output to pose if used in a real-life professional situation. Please explain your answer.
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1 Introduction

English is by and large considered as the lingua franca of scholarly communication. Such a generalised use has certainly the advantage of facilitating exchanges in an increasingly internationalised research landscape. However, this linguistic dominance also generates inequalities among researchers [1], and limits the dissemination of scientific knowledge within non-English speaking communities [2, 3]. In this context, translation could be promptly identified as a solution to help eliminate language barriers and inequalities in research, according to open science principles. Yet, scholarly communication has historically been marked by a shortage of human and financial resources to support traditional translation processes.

The Translations and Open Science project was launched to promote a more structured implementation of translation technologies [4, 5] in order to foster
language equality in scholarly communication as well as the dissemination of knowledge at lower costs and with greater efficiency. The expected deliverable of the project is a technology-based scientific translation service, combining technology tools, digital language resources and human skills. Besides in-domain multilingual data and collaborative translation features, the service is intended to provide scientific translators and researchers with adapted machine translation engines, which will serve different purposes and usage scenarios. A use-case study [6] conducted as part of the project suggested indeed that machine translation is used not only by translators as a productivity aid, but also by researchers as a foreign-language writing assistant, as well as by readers of different profiles, who leverage machine translation for discoverability and gisting purposes.

The goal of this paper is to present our approach to machine translation evaluation for use in scholarly communication. In particular, we will introduce the methodology we set up in order to fine-tune and evaluate machine translation engines, while taking into account the different target user profiles and the associated needs. Given the focus of the conference, the paper will describe in more detail the evaluation methodology related to the “Translator” persona and usage scenario. The paper will also include general preliminary conclusions, as well as information about the on-going evaluation work.

2 Machine translation for scholarly communication

The conducted use-case study [6] allowed us to draft an overview of the current translation practices in scholarly communication across a variety of scientific domains. Based on a series of interviews and workshops involving a total of 30 participants, the study revealed different levels of acceptance of translation technologies, and in particular machine translation, among scientific translators and researchers according to their domain of specialisation. Although these differences can be partially explained by the very specific characteristics of disciplinary content and writing standards, we also observed an impact of the subjective user attitudes on the acceptance of machine translation. To rely on objective data, not affected by the enthusiasm or the scepticism of users, we decided to carry out an ad hoc evaluation in order to assess the relevance of machine translation deployment in scholarly communication.

Dataset collection for machine translation fine-tuning The use-case study showed that more than 80% of the interviewed translators and researchers who use machine translation work with free, generic online engines. For our evaluation, we decided to assess whether fine-tuning can help to produce better machine translation output, especially by taking into account specialised terminology, which is crucial in scientific texts. In order to do so, we collected in-domain parallel language datasets in the English-French language pair in three

4 15 scientific translators, 5 researchers, 8 academic publishers, 1 academic librarian, 1 translation technology engineer, all scientific domains combined.
pilot scientific domains. The pilot domains and the characteristics of the collected resources are the following:

1. Climatology and Climate Change (Physical Sciences): 100,563 collected segments, 397 extracted terms; translation direction of the bilingual corpus and evaluation task → English to French;
2. Neurosciences (Life Sciences): 103,175 collected segments, 415 extracted terms; translation direction of the bilingual corpus and evaluation task → English to French;
3. Human Mobility, Environment, and Space (Social Sciences and Humanities): 112,963 collected segments, 300 extracted terms; translation direction of the bilingual corpus and evaluation task → French to English.

As an example, the Human Mobility, Environment, and Space corpus was split into four subsets: a training set (104,539 segments), a validation set (1,896 segments), a test set for automatic evaluation (2,183 segments), and an evaluation set for human evaluation (4,345 segments, including 954 segments specially selected and collected for human evaluation). A similar approach was used for the two other domains in order to proceed to the evaluation tasks.

Choice of engines to be evaluated Since openness is a core principle of the Translations and Open Science project, we primarily considered open-source engines, allowing for customisation. We decided to pick two engines presenting different customisation methods: an engine based on an open-source library with highly customisable, multi-parameter setup (OpenNMT), and an engine allowing for simplified, user-level adaptation (ModernMT). In this way, we wanted to be able to determine what kind of fine-tuning effort (if any) is necessary in order to produce better output with disciplinary texts.

Although it does not comply with the open-source requirement, we also included in the evaluation the engine which is, according to our use-case study, the most used by our target community (DeepL).

Fine-tuning To train and fine-tune the engine based on the OpenNMT library, we started with a from-scratch training on open-source parallel datasets provided in OPUS [7]. This resulted in a generic machine translation model, which we then fine-tuned on the collected specialised datasets.

Concerning ModernMT, we fine-tuned the baseline engine by uploading the collected corpora in TMX format through the dedicated feature provided in the online user interface.

With regard to DeepL, we fine-tuned the baseline engine through the Glossary feature for terminology customisation. However, it should be noted that, according to our use-case study, most of our target users do not work with this feature, which is also not supported yet in all the API configurations available.

5 Automated term extraction from the collected corpora, with human review.
These points could be potential limitations in the case of a large-scale deployment, so they will have to be taken into account together with the evaluation outcomes.

3 Evaluation of machine translation for scholarly communication

After the fine-tuning, we proceeded to an in-domain evaluation of the selected machine translation engines. According to the use cases identified in our previous research, the evaluation was set up to provide information about the usability of the raw machine translation output generated by the evaluated engines in the three scenarios below:

1. A researcher using machine translation as a support to write a paper in a foreign language or to translate a paper into a foreign language;
2. A translator using machine translation to perform post-editing in a computer-assisted translation environment;
3. A reader using machine translation to get an idea of the content of a scientific publication.

The scores relating to specialised terminology compliance in machine translation output are also leveraged to understand whether raw machine translation can be useful to automatically translate publication metadata and therefore improve the discoverability of research in multiple languages.

Automatic evaluation The engines were submitted for automatic evaluation by producing output for in-domain test datasets with both baseline and fine-tuned engines. The outputs produced by the six engines (three baseline and three fine-tuned engines) were compared to reference translations using automatic evaluation metrics such as the statistical metrics BLEU and TER (Translation Edit Rate) and the neural (deep learning based) metric COMET [9]. The MATEO software [10] was used to calculate these metrics. The comparison between the baseline and fine-tuned engines was intended to provide further insight into fine-tuning needs, and in particular to bring additional information about the relevance and the required level of fine-tuning effort in order to improve machine translation output.

Besides calculating metric scores, we also visualised the differences between machine translation outputs. The software used shows the difference on character level between the reference translation and the machine translation output, as well as the character-based edit distance between the two sentences.

Human evaluation As part of the human evaluation task, we evaluated the output of the three machine translation engines which obtained the best scores in automatic evaluation. The evaluation was set up to assess machine translation output usability for the three following personas and usage scenarios:
Persona 1 - “Translator”: professional translator who masters the source language, is a native speaker of the target language, and has a good knowledge of the domain in question. This persona performed an adequacy assessment task, as well as a post-editing task in a dedicated evaluation tool.

Persona 2 - “Expert”: researcher specialised in the domain in question, who uses machine translation to (a) translate their scientific publication, (b) write an article in the target language (writing aid), or (c) gist scientific texts that are not written in their native language (reading aid). Having a good to native knowledge of the source and target languages, as well as a perfect command of specialised terminology in both languages, this persona performed the same evaluation tasks assigned to the “Translator” persona: adequacy and post-editing (see section 3.1.3).

Persona 3 - “Layperson”: a person who has at most basic knowledge in the domain (e.g. a non-academic reader or a researcher in a different scientific domain). This persona has good to excellent knowledge of the target language and makes use of machine translation to gist educational scientific texts. The participants to this task read text excerpts of 100-200 words, drawn from the evaluation set, in a cumulative self-paced reading view. Based on text characteristics - such as the origin of the excerpt (abstract or full text), sentence length, and lexical variety - the texts were classified into different sets which were submitted to different user groups. The human reference translation was used as a benchmark. Reading time was measured. After reading each excerpt, the users were asked to answer multiple-choice comprehension questions as an incentive to read the text attentively.

The “Translator” evaluation setup Given the focus of the conference, we only present in detail the evaluation methodology for the “Translator” persona and usage scenario. As part of this human evaluation subtask, two professional translators, specialising in the domains in question, performed for each domain adequacy and post-editing tasks.

The adequacy task consisted in judging the adequacy of the machine translated segments (sentences) of scientific publications, by assigning a score between 1 and 5. The aim of this task was to assess how adequately the machine translation of the segment expressed the source segment’s meaning, and, by consequence, how useful the translation was for gisting and discoverability purposes.

Around 500 segments extracted from scientific papers, reviews and abstracts were shown to each evaluator in the order they appear in the document. For each segment, the evaluators were provided with: (1) the part of the paragraph preceding the evaluated segment, (2) the segment itself, (3) the remainder of the paragraph, and (4) machine translation outputs, randomly ordered to avoid evaluator bias (in this way, the evaluators did not only judge the overall quality of machine translation outputs, but also ranked them implicitly). The evaluators were also provided with the abstracts of the documents from which the evaluation segments originate in order to provide more context. Reference translations were not shown to avoid bias.
The post-editing task consisted in asking the evaluators to produce a publishable translation (a terminologically valid, grammatically correct, fluent translation conveying the meaning of the source sentence), based on a source segment, its context, and a machine translation output. The evaluator was also asked to provide a score for perceived post-editing effort for each segment. This task was performed on a different test set than the one used for the adequacy task. As in the adequacy task, around 500 segments were shown, without reference translation, and in the order they appear in the document. However, only one machine translation output for each segment was provided (the evaluators were provided with output from different engines without knowing which engine had been used to translate a specific source segment).

Three metrics were applied to assess the productivity with each machine engine:

1. temporal effort (average time per word);
2. technical effort based on human-target TER (HTER) scores via measurement of post-editing difference (PEdiff) between machine output and the translation produced by the evaluator;
3. perception of effort (see above).

Samples drawn from the post-edited outputs were annotated using the MQM framework. Error annotations were performed using the seven high-level error dimensions: terminology, accuracy, linguistic conventions, style, locale conventions, audience appropriateness, and design and markup. The output edited as part of the “Expert” persona setup were also annotated according to the same standards, in order to determine the relations between error types and editing behaviours based on user profiles (for instance, determining whether one persona is more likely to correct terminology errors rather than style).

4 Preliminary conclusions and work in progress

According to the use-case study conducted as part of the Translations and Open Science project, machine translation is frequently used to produce multilingual publications in some domains (100% of the life sciences and physical sciences researchers and translators interviewed use machine translation), while in other domains we observed a more reluctant attitude towards this technology (20% of the humanities and social sciences researchers and translators interviewed use machine translation). This data suggests that, besides the required technical efforts, investments in training and literacy programs are also needed in order to efficiently deploy translation technologies, and in particular machine translation, in scholarly communication.

The collection of bilingual scientific datasets for machine translation fine-tuning also raised various challenges. Firstly, the amount of bilingual data available in scientific publications is limited. As we said, translation is not a systematic activity in scholarly communication due to disciplinary standards and...
a shortage of resources. Moreover, in most of the cases only abstracts are translated, the full text papers being only available in one language\(^6\). Also, it can be difficult to determine the origin of the translation, which means that it is not always possible to easily identify and exclude low quality-translations or translationese from the test sets. Secondly, a considerable portion of the bilingual data we found is published under licences which expressly forbid data collection and processing, or which do not provide clear information about the authorised uses (\(~40\%\) of the identified data sources). We were mainly able to collect and process the publications under Creative Commons licences, according to the conditions established by the applied licence type. For the remaining data, in a few cases we received the authorisation to collect and process data from the right owners, otherwise we relied on the Text and Data Mining exception (TDM), introduced by the European directive 2019/790 and transposed into French law in 2021. When the publication did not fall under the TDM exception and we could not get the required authorisations, we simply did not collect any data (\(~30\%\) of the identified data sources). Finally, we observed a general lack of standardisation among data sources when it comes to formats and keyword classification of scientific publications, which can complicate data collection through automated processes.

As for the evaluation task, the automatic evaluation results seem to show that there is no significant improvement in the performance of the fine-tuned versions of DeepL and ModernMT, while the OpenNMT engine does perform better after fine-tuning with the specialised datasets collected as part of the Translations and Open Science project, and performs even better after also adding the SciPar corpus [11], which contains parallel corpora from scientific abstracts, all domains combined (Fig. 1-3). However, the overall performance of the OpenNMT engine remains lower than DeepL and ModernMT even after fine-tuning, except for the “Thesis abstracts” document type in the SH7 discipline as well as for the “Review abstracts” and “Thesis abstracts” document types in the LS5 discipline.

---

\(^6\) Out of the 23 sources from which we collected data, only 9 had some full text papers translated.
At a first glance, these results seem to suggest that, given the effort required to collect and prepare parallel data, fine-tuning might not be the most effective strategy to improve machine translation output. We even found cases where the baseline DeepL engine performed better than the fine-tuned one: however, given that fine-tuning in DeepL only covers terminology, this could be due to terminology inconsistencies in the reference translations.

In the light of the evaluation outcome after adding the SciPar corpus to the OpenNMT engine, another hypothesis is that data collection for fine-tuning should not be strictly narrowed to in-domain texts only. This is key information for the general sustainability of our approach.

The human evaluation performed by professional translators overall confirmed the ranking established by the automatic evaluation: for the three disciplines, DeepL tends to have on average the lowest post-edit time and perceived effort as well as the highest user rating in adequacy tasks, followed by
ModernMT and OpenNMT. The MQM annotation results in the same machine translation engine ranking, at least for disciplines SH7 and LS5 (data for the PE3_10 discipline is still under production at the time the present paper is being drafted). Given the importance of specialised terminology in scientific texts, we focused our analysis on terminology errors, which might discourage the use of raw machine translation to automatically translate publication metadata for discoverability purposes (Fig. 4 and 5).

Fig. 4. Terminology errors for SH7 discipline

Fig. 5. Terminology errors for LS5 discipline

When it comes to correlations between translators regarding post-edit time, perceived effort, HTER and adequacy ratings (more specifically, Pearson product-
moment correlation coefficient⁷), they range from 35% to 45% in the SH7 discipline, from 35% to 52% in the LS5 discipline, and from 29% to 52% in the PE3_10 discipline. Regarding the machine translation engine ranking obtained, it is plausible to assume that DeepL may have benefited from the extensive use over time of its free version by researchers, while OpenNMT might have been more affected by the variable quality of fine-tuning data. In order to improve the reliability of the results in the future, the study could therefore benefit from the inclusion of a larger panel of evaluators per profile and a clearer view of the nature and quality of the data used for the fine-tuning of machine translation engines.
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Abstract. The experiment reported in this paper is a follow-up to one conducted in 2017/2018. The new experiment aimed to establish if the previously observed lexical impoverishment in machine translation post-editing (MTPE) has become more marked as technology has developed or if it has attenuated. This was done by focusing on two n-grams, which had been previously identified as MT markers, i.e., n-grams that give rise to translation solutions that occur with a higher frequency in MTPE than is natural in HT. The new findings suggest that lexical impoverishment in the two short texts examined has indeed diminished with DeepL Translator. The new experiment also considered possible syntactic differences, namely the number of text segments in the target text. However no significant difference was observed. The participants were asked to complete a short questionnaire on how they went about their tasks. It emerged that it was helpful to consult the source language text while post-editing, and the original unedited raw output while self-revising, suggesting that monolingual MTPE of the two chosen texts would have been unwise. Despite not being given specific guidelines, the productivity of the post-editors increased. If the ISO 18587:2017 recommendation of using as much of the MT output as possible had been strictly followed, the MTPE would have been easier to distinguish from HT. If this can be taken to be generally true, it suggests that it is neither necessary nor advisable to follow this recommendation when lexical diversity is crucial for making the translation more engaging.
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1 Introduction

Several researchers have reported the existence of features of post-edited machine translation output (MTPE) that distinguish it from human translated text (HT), defined as post-editese. By way of example, Castilho et al. looked at literary texts Google-
translated from English into Brazilian Portuguese and found evidence for post-editese in one of the two texts examined [1]; Volkart et al. found that post-edited machine translation was not only lexically poorer than human translation, but also less dense and less varied in terms of translation solutions [12]; Toral found that MTPE was simpler and more normalized and had a higher degree of interference from the source language than HT [11]; and Castilho et al. found evidence of post-editese features, especially in light post-edited texts and in certain domains [2]. By contrast, on the other hand, Daems et al. found no proof of the existence of post-editese, either perceived or measurable [5].

The experiment described in this paper is a follow-up to an experiment carried out for two consecutive years (2017 and 2018) with postgraduate university students of translation (IULM University, Milan). In the previous experiment, half of the students did an unaided human translation (HT) and the other half post-edited machine translation output (MTPE). Comparison of the texts produced in 2017/18 showed that certain turns of phrase, expressions and choices of words occurred with greater frequency in MTPE than in HT (MT markers), making it theoretically possible to design tests to tell them apart. To verify this, the author successfully carried out one such test in 2018 on a small group of six professional translators [6].

The primary aim of the new experiment described in this paper was not to show that MTPE generally results in an increase in productivity, which is well documented elsewhere, but to see if it is still possible to detect MT markers in MTPE, despite the advances in MT technology since 2018, and if it is also still possible to distinguish MTPE from HT simply by comparing the number of these markers found in each kind of text. The students were also asked to provide various details of how they went about their tasks.

2 Design and methods

Two short extracts from English-language Wikipedia entries were taken for the experiment: one about Slovakia (262 words) and one about the Euromaidan civil unrest in Ukraine (263). Besides being the same genre as used in the previous experiment, Wikipedia articles were chosen since they are likely to be less challenging for an MT engine than classic works of literature but more problematic than the boilerplate-style texts which are often considered to lend themselves best to machine translation.

The first text was selected since it contained the bigram there are four times, and the other because it contained the monogram people (used as the plural of the word person and not as the singular noun meaning populace) six times. These were the first two short extracts that contained at least four examples of the chosen n-gram in the space of approximately 250 words that the author came across while searching randomly through Wikipedia.

These two n-grams had been identified in the 2017/18 experiment as among the best MT markers, that is n-grams which were translated with a highly statistically significantly greater number of correct translation solutions in HT than in MTPE, and there
are was the specific bigram used in the above mentioned successful test to distinguish HT from MTPE carried out in 2018 on a small group of six professional translators [6].

Forty-two postgraduate students of translation (IULM University, Milan) were divided into two groups and worked from English into Italian. Group A (21 students) translated the Slovakia text and post-edited the machine-translated Ukraine text, and group B (21 students) translated the Ukraine text and post-edited the machine-translated Slovakia text.

The pay-for version of DeepL Translator was chosen as the MT engine for this experiment for two main reasons:

1. The week before, the students had machine translated several short extracts (250 words approx.) from Wikipedia entries using different free online MT engines to compare the quality of their raw output, and an overwhelming majority had judged DeepL Translator to be the best for this genre (87%).
2. In a recent survey among professional translators [7], the MT engine most used by the respondents who declared that they use MT at some point in their workflow turned out to be DeepL Translator (183 users). Its nearest rival Google Translate was only chosen by just over half that number (93 users). The majority of DeepL Translator users surveyed (102) stated that they use the pay-for version.

The students were deliberately not given any post-editing guidelines but were told that they should transform the machine translated output into a text of the same quality as a human translation for publication (full post-editing). Both the post-editors and the translators were told that the task was urgent and should be completed in the shortest possible time without compromising on quality. They were also told that the objective of the experiment was to compare the average time taken for each task. They were not told beforehand that their final texts would be analysed for traces of post-editese. The latter was in reality the primary reason for the experiment.

The students were allowed to use any dictionaries and reference material they liked, including Wikipedia itself, and even to ask for advice on individual problems from friends and colleagues not involved themselves in the experiment in a way that would not disturb the others, for example via WhatsApp. The intention was to recreate something as near as possible to normal working conditions. They were however instructed not to use MT engines in any way to prevent the translators from turning their task into a second post-editing assignment. This unfortunately goes against the aim of recreating real working conditions since it was found in the aforementioned recent survey that just over 69% of professional translators use MT in some way during their workflow, but not necessarily to translate the whole text for subsequent post-editing [7].

The files for translation and post-editing were provided as word processor documents and the translators and post-editors worked in Microsoft Word. The task was presented in this way so that the students were not influenced by the segmentation imposed by CAT or post-editing tools. It has in fact been observed that machine translation output normally has the same number of segments as the original language text, whereas translators who are working without a CAT tool sometimes organize the translated text into a different number of sentences. This can be verified by taking the first 26 sentences of Chapter 3 of The Adventures of Pinocchio by Carlo Collodi [3],...
machine-translating them with Google Translate and comparing the output with the 1926 translation by Carol Della Chiesa [4]. The raw MT output is also organized into 26 sentences, whereas Della Chiesa’s translation has 28. It could be argued that it is rather obvious that there will be the same number of segments in a machine-translated text as in the original, but some machine translation engines today work at larger-than-segment level, notably ModernMT and possibly also DeepL Translator [7]. To make comparisons in this experiment, it was decided to count the number of segments created using the default segmentation rules of the two most used CAT tools according to the previously mentioned recent survey, Trados Studio and memoQ [7].

The students were also asked to complete a short questionnaire after they delivered their files to report some details of how they went about their tasks. Unfortunately, one student misunderstood the instructions and translated and post-edited the same text; his work was discarded since the results of one of the two tasks were probably influenced by having done the other. Another student was not a native Italian speaker; her work was discarded since her translation choices may have been affected by her native language. Yet another student delivered a damaged file; it was however possible to evaluate the undamaged one. And one student did not deliver their files at all. In the end, 20 post-edited Ukraine texts, the same number of post-edited Slovakia texts, 19 translated Ukraine texts and 18 translated Slovakia texts were analysed.

Most of the variables measured in this paper are non-numeric, non-parametric, categorical variables which can only take on a limited number of values. For this reason, when possible, the widely used chi-square ($\chi^2$) test was chosen for the statistical analyses. The significance level was set to .05, as per convention, to ensure a 95% confidence level, and the online chi-square test calculator provided by Jeremy Stangroom was used [9]. The results are reported in the format required by the American Psychological Association (APA) [10].

3 Results and discussion

3.1 Time comparison

As expected, and as is commonly reported, it took less time on average to post-edit the MT output than to translate the same text from scratch (Table 1).

<table>
<thead>
<tr>
<th>Text</th>
<th>Length of text (words)</th>
<th>Translation time (mean ± SD)</th>
<th>Post-editing time (mean ± SD)</th>
<th>Productivity increase (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slovakia</td>
<td>262</td>
<td>37:34 ± 5:28</td>
<td>22:59 ± 8:06</td>
<td>39.50%</td>
</tr>
<tr>
<td>Ukraine</td>
<td>263</td>
<td>38:47 ± 10:00</td>
<td>20:01 ± 7:18</td>
<td>47.99%</td>
</tr>
</tbody>
</table>
The productivity increase was calculated as the translation time minus the post-editing time, divided by the translation time. This was then multiplied by one hundred to obtain a percentage.

### 3.2 Slovakia text n-gram

The source text contained the bigram *there are* four times. DeepL Translator translated the bigram with *ci sono* three times and *vi sono*\(^1\) once. Table 2 shows the translation solutions the translators and post-editors chose. The number shown is the overall number of occurrences of the n-gram indicated in all the texts of the given type (18 translated texts, 1 raw output and 20 post-edited texts). Since the number of texts in each category is different, the overall percentage number of occurrences should be considered when making comparisons.

<table>
<thead>
<tr>
<th>Translation</th>
<th>Raw output</th>
<th>MTPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>abbonda</td>
<td>1</td>
<td>1.39%</td>
</tr>
<tr>
<td>ci sono</td>
<td>36</td>
<td>50.00%</td>
</tr>
<tr>
<td>è caratterizzata da</td>
<td>1</td>
<td>1.39%</td>
</tr>
<tr>
<td>è possibile ammirare</td>
<td>1</td>
<td>1.39%</td>
</tr>
<tr>
<td>è possibile trovare</td>
<td>1</td>
<td>1.39%</td>
</tr>
<tr>
<td>è ricca di</td>
<td>1</td>
<td>1.39%</td>
</tr>
<tr>
<td>esistono</td>
<td>4</td>
<td>5.56%</td>
</tr>
<tr>
<td>presenta</td>
<td>1</td>
<td>1.39%</td>
</tr>
<tr>
<td>si possono trovare</td>
<td>7</td>
<td>9.72%</td>
</tr>
<tr>
<td>si ritrovano</td>
<td>1</td>
<td>1.39%</td>
</tr>
<tr>
<td>si trovano</td>
<td>6</td>
<td>8.33%</td>
</tr>
<tr>
<td>sono presenti</td>
<td>6</td>
<td>8.33%</td>
</tr>
<tr>
<td>troviamo</td>
<td>1</td>
<td>1.39%</td>
</tr>
<tr>
<td>vengono offerti</td>
<td>1</td>
<td>1.39%</td>
</tr>
<tr>
<td>vi sono</td>
<td>5</td>
<td>6.94%</td>
</tr>
<tr>
<td>vi trovano</td>
<td>1</td>
<td>1.39%</td>
</tr>
</tbody>
</table>

| Totals        | 72         | 100% | 4  100% | 80  100% |

From Table 2, it is evident that there is less variety in the solutions the post-editors chose since they are clearly primed by the raw output. This difference is statistically significant, as can be verified using the contingency table below (Table 3).

---

\(^{1}\) Equivalent to *ci sono* but higher in register.
The fact the raw output already contained two different translation solutions was unexpected (Table 2). Indeed, the same text translated by Google Translate contained the same solution all four times (ci sono). The presence of alternative translation solutions in DeepL Translator raw output is discussed in more detail below under Degree of naturally occurring lexical variety in DeepL Translator raw output.

In one of the previous experiments reported in 2018, a 273-word text containing five occurrences of there are was given to three professional translators for translation, and Google-translated and given to another three for full post-editing. None of the translators translated there are with ci sono, whereas all the post-editors left at least one occurrence of ci sono. Therefore, if the 2018 texts are split into two sets on the basis of how many times ci sono was chosen as the translation solution, it is possible to identify the MTPE with 100% accuracy. The same method of splitting the 2023 texts into two sets according to the number of occurrences of ci sono results in five misattributed texts. In other words, the translations are identifiable with 13/18 = 72.22% accuracy and the MTPE, with 15/20 = 75% accuracy.

3.3 Ukraine text n-gram

The source text contained the monogram people, used as the plural of the word person, six times. The raw output from DeepL Translator contained the monogram persone seven times since a demonstrative pronoun plus adjective in one of the source text sentences (those killed) was resolved into a noun plus adjective (persone uccise). Seven of the translators chose to do the same (Table 4). The number shown in Table 4 is the overall number of occurrences of the n-gram indicated in all the texts of the given type (19 translated texts, 1 raw output and 20 post-edited texts). Since the number of texts in each category is different, the overall percentage number of occurrences should be considered when making comparisons.

<table>
<thead>
<tr>
<th>Table 3. Lexical variety contingency table for there are.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translation</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>ci sono</td>
</tr>
<tr>
<td>vi sono</td>
</tr>
<tr>
<td>Other n-gram</td>
</tr>
</tbody>
</table>

(\chi^2 (2, N = 152) = 22.82, p < .05)
Table 4. Italian translation solutions in HT, raw MT output and MTPE for people

<table>
<thead>
<tr>
<th>Translation</th>
<th>Raw output</th>
<th>MTPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>cittadini</td>
<td>1</td>
<td>0.75%</td>
</tr>
<tr>
<td>coloro che erano stati uccisi</td>
<td></td>
<td></td>
</tr>
<tr>
<td>coloro che furono uccisi</td>
<td>1</td>
<td>0.75%</td>
</tr>
<tr>
<td>coloro che sono stati uccisi</td>
<td>1</td>
<td>0.75%</td>
</tr>
<tr>
<td>folla</td>
<td>4</td>
<td>3.01%</td>
</tr>
<tr>
<td>gente</td>
<td>3</td>
<td>2.26%</td>
</tr>
<tr>
<td>individui</td>
<td>2</td>
<td>1.43%</td>
</tr>
<tr>
<td>Maidan</td>
<td>1</td>
<td>0.75%</td>
</tr>
<tr>
<td>manifestanti</td>
<td></td>
<td>0.71%</td>
</tr>
<tr>
<td>morti</td>
<td>1</td>
<td>0.75%</td>
</tr>
<tr>
<td>persone</td>
<td>104</td>
<td>79.20%</td>
</tr>
<tr>
<td>persone uccise</td>
<td>7</td>
<td>5.26%</td>
</tr>
<tr>
<td>presenti</td>
<td></td>
<td></td>
</tr>
<tr>
<td>protestanti</td>
<td>1</td>
<td>0.71%</td>
</tr>
<tr>
<td>tutti coloro che erano stati uccisi</td>
<td>2</td>
<td>1.50%</td>
</tr>
<tr>
<td>vittime</td>
<td>1</td>
<td>0.75%</td>
</tr>
<tr>
<td>vittime uccise</td>
<td>6</td>
<td>4.51%</td>
</tr>
<tr>
<td>Totals</td>
<td>133</td>
<td>100%</td>
</tr>
</tbody>
</table>

From Table 4, it is again evident that there is less variety in the solutions the post-editors chose, although perhaps a little less so. However, the difference is again statistically significant, as can be verified using the contingency table below (Table 5).

Table 5. Lexical variety contingency table for people

<table>
<thead>
<tr>
<th>Translation</th>
<th>MTPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>persone</td>
<td>104</td>
</tr>
<tr>
<td>persone uccise</td>
<td>7</td>
</tr>
<tr>
<td>Other n-gram</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>10</td>
</tr>
</tbody>
</table>

\( \chi^2 (2, N = 273) = 8.31, p < .05 \).

The method described above of dividing the texts into two sets according to the number of occurrences of *persone* results in six misattributed texts. In other words, the human translations and MTPE may be identified with 14/20 = 70.00% accuracy.

3.4 Degree of naturally occurring lexical variety in DeepL Translator raw output

To measure the degree of lexical variety naturally produced by DeepL Translator in its raw output, two longer texts were machine-translated, containing a number of MT markers equal to the number of students involved times the number of MT markers
found in each of the two shorter texts translated/post-edited in the main experiment (18 \( \times 4 = 72 \) for *there are*; 19 \( \times 6 = 114 \) for *people*). These longer texts were put together by taking whole paragraphs rich in the n-gram concerned from several Wikipedia articles and pasting them all into a single document. The raw MT output from this experiment was found to be less lexically impoverished than in the equivalent experiment reported in 2018, at least as regards the two n-grams studied. In the case of the first MT marker considered (*there are*), the number of translation solutions in the raw output from DeepL Translator (8) is quite a lot smaller than the number used by the human translators (14), and the distribution of the HT solutions is more even. However, the most chosen solution (*ci sono*\(^2\)), had exactly the same frequency in the HT and the raw output (50%). In the similar experiment reported in 2018, DeepL Translator had translated *there are* with *ci sono* 90% of the time.

Regarding the second MT marker (*people*, as the plural of *person*), the translation solutions in the raw output (11) were only slightly less numerous than those chosen by the human translators (13) but the solutions themselves were often quite different.

Due to the presence of a lot of very low frequency translation solutions and translation solutions occurring only in the HT and not in the raw output and vice versa (zero values), meaningful chi-square statistical analysis is unfortunately not possible.

By way of comparison, the same longer texts were also fed to Google Translate, whose raw output showed much clearer signs of lexical impoverishment (only 3 solutions for the first MT marker and 7 for the second).

### 3.5 Task questionnaire

The students completed a short questionnaire after they delivered their files. They were first of all asked how they had done the translation. The majority wrote their translations in a new Microsoft Word file (Table 6).

<table>
<thead>
<tr>
<th>How the translation was done in Microsoft Word</th>
<th>Number of replies</th>
</tr>
</thead>
<tbody>
<tr>
<td>New empty Microsoft Word file</td>
<td>26</td>
</tr>
<tr>
<td>Overwrite original text</td>
<td>12</td>
</tr>
<tr>
<td>Create two column table</td>
<td>3</td>
</tr>
<tr>
<td>Write underneath, then delete original text</td>
<td>1</td>
</tr>
</tbody>
</table>

They were then asked what reference material they had used while translating or post-editing (Table 7).

---

\(^2\) Variants required for grammatical reasons, such as *ci siano* (subjunctive tense), were considered to be the same solution.
Table 7. Use of reference material while translating or post-editing, multiple answers were allowed.

<table>
<thead>
<tr>
<th></th>
<th>Translating</th>
<th>Post-editing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online dictionaries, encyclopaedias or websites</td>
<td>42</td>
<td>40</td>
</tr>
<tr>
<td>Asked a colleague for help</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Physical, printed reference material</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>No reference material</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

The results show quite clearly that print dictionaries are a thing of the past.

The students were instructed not to use MT engines in any way to prevent the translators from turning their task into a second post-editing assignment. It is clear from the tables above that the same kinds of materials were used for both processes. Two post-editors did not refer to any external reference material.

The students were asked to assess how useful it was to be able to refer to the source language text while post-editing (8.00 ± 1.89 SD points out of 10) and to the original unedited raw output during the self-revision of their post-editing (6.12 ± 3.05 SD points out of 10). These results substantially confirm the ISO 18587:2017 definition of post-editing as involving three texts: the source text, the MT output and the final target text [8]. They also suggest that monolingual post-editing would have been ill advised in the case of the texts chosen.

Another question the students were asked was if they would have used MT in some way during their task if it had been allowed (Table 8).

Table 8. Number of translators and post-editors who would have used MT if it had been allowed.

<table>
<thead>
<tr>
<th></th>
<th>Number of replies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>5</td>
</tr>
<tr>
<td>Only during the post-editing</td>
<td>0</td>
</tr>
<tr>
<td>Only during the translation</td>
<td>24</td>
</tr>
<tr>
<td>Both during the post-editing and the translation</td>
<td>13</td>
</tr>
</tbody>
</table>

3.6 Syntactic differences

3.6.1 Slovakia text segmentation

There were nine segments in the original text and in the machine translated text before post-editing. Table 9 shows the number of translators and post-editors who either split or joined segments at least once.
Table 9. Number of translators and post-editors who joined or split segments in the Slovakia text

<table>
<thead>
<tr>
<th>Segments</th>
<th>N. translation (18)</th>
<th>N. post-editing (20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split/join</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>No split/join</td>
<td>9</td>
<td>13</td>
</tr>
</tbody>
</table>

\( (\chi^2 (1, N = 38) = 8.74, p < .05). \)

The difference is not statistically significant. So, the translators and post-editors felt equally free to split/join segments.

3.6.2 Ukraine text segmentation

There were fifteen segments in the original text and in the machine translated text before post-editing. Table 10 shows the number of translators and post-editors who either split or joined segments at least once.

Table 10. Number of translators and post-editors who joined or split segments in the Ukraine text

<table>
<thead>
<tr>
<th>Segments</th>
<th>n. translation (18)</th>
<th>n. post-editing (20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split/join</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>No split/join</td>
<td>14</td>
<td>16</td>
</tr>
</tbody>
</table>

\( (\chi^2 (1, N = 40) = 0.53, p < .05). \)

The difference is again not statistically significant. So, the translators and post-editors felt equally free to split/join segments.

4 Conclusion

These conclusions are drawn on the basis of two short texts of only one genre, which limits the generality of the findings to some extent. This limitation is however inevitable since the experiment was carried out as part of an undergraduate degree course and only a limited amount of time could be devoted to it.

In the case of the particular texts used in this experiment, the priming received from the raw output led to MTPE that is distinguishable from HT with a success rate of between 70 and 75%, which is however down from the 100% success rate observed in the 2017/2018 experiment. On the basis of these results, we are led to conclude that the lexical impoverishment phenomenon is indeed attenuating with DeepL Translator. It is however apparent that the results would have been different with Google Translate, which produces raw output with clearer lexical impoverishment, as was mentioned in section 3.4 above.

Despite not being given any particular post-editing guidelines, there was an increase in productivity of between 39.50 and 47.99%. Some of the translators and post-editors chose exactly the same translation solutions for the n-grams studied as were found in
the raw output in precisely the same places. Therefore, the solutions in the raw output are acceptable. Consequently, if the post-editors had strictly applied the ISO 18587:2017 post-editing recommendation to use as much of the MT output as possible [8], the post-editors would not have altered these solutions making the MTPE even easier to distinguish from HT. If we can generalize these results, this fact, together with the increase in productivity, suggests that, in the case of texts where lexical uniformity would make the translation less interesting to read and less intellectually stimulating, such as in the fields of marketing, advertising, literature, journalism, education, entertainment, and creative writing in general, it is neither necessary nor advisable to apply this ISO 18587:2017 recommendation.

Another way of avoiding lexical impoverishment may be to avoid MTPE entirely and use MT as a tool during the translation process, for example in one of the various ways that emerged from the previously mentioned survey among professional translators, such as for inspiration or as a dictionary [7]. However, this would almost certainly not lead to anything like the increase in productivity achieved with MTPE.

The students found it useful to refer to the source language text during the post-editing and to the original unedited raw output during the self-revision of their post-editing. This suggests that monolingual post-editing in the case of the texts chosen would have been ill advised.

No significant difference was found in the number of segments in the target texts. Evidently, the translators and post-editors felt equally free to split and join segments during their task. Obviously, since some of the post-editors chose not to alter the segmentation of the raw output and therefore found it acceptable, if the previously mentioned ISO 18587:2017 recommendation [8] had been strictly applied, none of the post-editors would have changed the segmentation thus making MTPE more distinguishable from HT syntactically. However, it would be interesting to repeat this experiment asking the participants to use a CAT or post-editing tool to see if they feel equally empowered to join and split segments.
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Abstract. Set in the context of a rapid technological development in translation, interpreting and speech recognition technology, this paper takes a close-up view of an area where human input still seems to be an indispensable and very hard-to-replace: the area of live speech transformation. To contribute to answering inevitable questions about the future role(s) of humans in real-time language-related practices, we focus on effective edition (EE, Romero-Fresco and Pöchhacker 2018) as the uniquely human skill to deviate from the source message in a way that does not cause any loss of information and may even improve the final output. Firstly, we discuss this concept in the context of earlier research on paraphrasing in translation, reduction in respeaking, and reformulation in interpreting. Secondly, we explore this form of language transformation in practices characterised by immediacy in the way content is conveyed, focusing on the spoken-to-written form. To show the predominant types of effective editions (EEs), we use authentic data from human intra- and interlingual respeakers collected during two related research projects conducted at the Centre for Translation Studies (University of Surrey) in the years 2019-2023. The data in the paper show a variety of EEs live human interventions that can be mostly grouped into forms of condensation, re-expression, and compensation. Our discussion will centre on the diverse form that EEs can take in various practices, and the importance to recognise that they are context-dependent and can entail dynamic content shifts. We will conclude by emphasising the importance of understanding and categorising the range of these human-performed edits for evaluation, training, and the future advancement of automated solutions powered by large language models.
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1 Rationale and Objectives of this Paper

The object of analysis of this paper is the phenomenon of effective editing in the live speech-to-text practice of intra- and interlingual respeaking. Respeaking can be defined as a “technique whereby a respeaker listens to the original sound of a (live) programme or event and respeaks it in [in the same language, or translates it in another language and in real time], including punctuation marks and some specific features for the deaf and hard-of-hearing audience, to a speech recognition software, which turns the recognized utterances into subtitles displayed on the screen with the shortest possible delay” (adapted from Romero-Fresco 2011: 1). This is a challenging task, which requires rapid decision-making to be able to let the original meaning travel through a language (from source to target language) and a diamesic transfer (from spoken input to written output).

To this end, respeakers may reformulate in real time, either in the same language (in intralingual respeaking) or in another language (in interlingual respeaking), and this phenomenon is the focus of this paper. Romero-Fresco and Pöchhacker (2017: 159), define Effective Editions (EEs) in respeaking as deliberate “deviations from the source text that do not involve a loss of information or that even enhance the communicative effectiveness of the subtitles”. Such ‘deviations’ are representations of respeakers’ flexibility in transforming the source for the audience without a loss of meaning. To contextualise the phenomenon, we notice its affinity with ‘paraphrasing’ and ‘quasi-paraphrasing’ – interventions aimed at tackling the lexical, grammatical, delivery-related, or stylistic challenges posed by source content. EEs are highly context-specific, which results in a set of distinctive features of effective editing that we present in the examples (section 2.3), seeking to highlight the differences between the live speech transformation workflow within one language (intralingual respeaking) and across two languages (interlingual respeaking).

Rather than striving to produce an exhaustive catalogue of editing phenomena in respeaking, our datasets have led us to suggest a broader, tri-partite classification of EEs that may prove useful in evaluation and training. The extensive dataset gathered in one of the projects that have contributed data for this paper, SMART (see section 2.1), has enabled us to identify potential patterns bottom-up and develop a taxonomy from them. Importantly, in SMART we discovered a statistically significant relationship between the number of EEs and performance, indicating that a higher use of EEs leads to higher content accuracy. As a result, we believe there is a need for more comprehensive research into EEs, which could offer valuable insights for training and quality assessment, as well as for informing human-like transformation practices in speech-to-text and speech-to-speech communication.

Furthermore, after reviewing the existing research on live transformation of speech by human professionals working in live assignments (intra- and interlingual respeakers, interpreters), we have identified a gap in the current body of knowledge on the topic that can be (at least partially) filled with the data we have accumulated from two research projects presented in section 2.1 below. Firstly, although researchers have recognised similarities in paraphrasing/transformation activities implemented by respeakers and interpreters, no taxonomy or classification has been created so far to capture what is generically expressed by Romero Fresco’s and Pöchhacker’s (2017) definition.
Following the near-equivalence paradigm and the concept of quasi-paraphrasing, we therefore take a more specific look at effective editing phenomena to classify them in a pragmatic, evidence-based and bottom-up manner. We claim that the notion of effective editing is useful to capture and describe a range of transformation practices applied by respeakers and, by extension, other real-time speech-to-text practices, because it goes beyond the definition of paraphrasing, reformulation and explicitation previously applied in research. Secondly, to add to the existing research on similarities and differences between intralingual and interlingual respeaking, we show how respeakers use effective editing strategies in concrete contexts. Thirdly, we present live editing strategies as a prime example of a (still) uniquely human skill that may pose a challenge for automated solutions, especially in real-time scenarios. We situate the presentation of EEs from our research within the functional paradigm in translation and interpreting studies, specifically Gile’s (1990), Seleskovich’s and Lederer’s (1975) theorie du sens and Vermeer’s (1978) skopos theory. According to this approach, the language professional’s decision-making process in determining what is a functional and, therefore, non-omissible component is contextual, and may vary on a moment-by-moment basis, thus impacting how target messages are formulated also in respeaking practice.

1.1 Relevant Theories in Language Transformation

All speakers of a language possess the ability to transform speech and text using a range of methods, which may vary depending on specific communication and situational needs. From basic paraphrasing to advanced summarization, explicitation, or reduction skills, humans transform language in a variety of ways, within and across languages (as in translation, interpreting) as well as modalities (as in intra/interlingual respeaking). Moreover, different modes of content delivery can be used in this process, such as the use of visual representations like pictograms or emojis in place of letters of the alphabet.

The transformation skills discussed here became a focal point for research already in the 1950s, when the term paraphrasing was first widely used and researched by Chomsky (1956). Chomsky’s Transformational-Generative model of language explained the transformation of language through syntactic operations, such as reordering and substituting words. The notion of a single underlying structure of language that can be subjected to different rules to modify it gained traction and impacted further investigation of how language can be transformed (including early research on Machine Translation, Bar-Hillel 1953). Since then, research into linguistic paraphrasing has expanded, with new theories and methods being developed. An impactful theory of linguistic paraphrasing is the Meaning-Text Theory proposed by Zholkovsky and Mel’čuk (1965). This theory suggests that meaning is derived from the context of language, with a lot of emphasis on the semantic (lexical) layer which is the foundation for syntactic and morphological processing based on nodes and arguments linking lexemes.

More recently, with the development of machine translation and natural language processing in general, a linguistic analysis of paraphrasing has become an area of interest for computational linguists. In their presentation of paraphrasing types, Bhagat and Hovy (2013) contend that a more elaborate definition of paraphrases is necessary, departing from the generic understanding of paraphrases as utterances that carry the same
meaning as the original utterance but expressed with a different wording. To this end, Bhagat and Hovy build on linguists such as De Beaugrande and Dressler (1981), Mel’chuk (2012) and Clark (1992) to use the notion of approximate conceptual equivalence of paraphrases or ‘quasi-paraphrases’, which moves away from the unrealistic expectation of strict synonymy that may have been inferred from the generic definition. Bhagat and Hovy introduce a set of 25 operations to specify how paraphrasing can be performed – all of which fall under the supra-categories of re-expression and condensation that we propose later in this paper. They argue that although paraphrasing is a complex and multifaceted transformation activity, it can be structured by listing different paraphrasing phenomena in a systematic way. We have adopted a similar approach to categorising EEs but decided to introduce supra-categories including the category of compensation which is intricately linked to live speech transformation and as such is not captured by Bhagut and Hovy’s analysis. The value of having a simple taxonomy is that it facilitates bottom-up analyses and may lead to streamlining both qualitative and quantitative analysis of live speech-to-text and speech-to-speech data.

1.2 Effective Editions, Paraphrasing and Strategic Reformulation in Real-Time Language-Related Practices

The classification quoted above is important for our discussion of transformation of live speech as it offers a broad catalogue of phenomena, many of which we have encountered in our data, too. However, it does not capture the specificity of live speech transformation in full – hence this contribution. Before discussing the categories of effective editing from our data, it is important to define the relevant professions and the settings where live transformation of speech takes place, and how different yet related concepts have been defined to refer to relevant phenomena of language transformation.

Simultaneous Interpreting is when a human interpreter listens to and simultaneously interprets the speech into a target language, usually with special equipment (AIIC 2013). Interpreting is referred to in this paper because researchers have underlined its affinity with respeaking (Robert and Remael 2017, Eugeni 2008, Romero-Fresco and Pöchhacker 2018, Davitti & Sandrelli 2020). Drawing up a competence model for respeakers, Pöchhacker and Remael (2019) emphasize the elements that interlingual respeaking shares with interpreting, i.e., the interlingual and real-time nature of the effort, with the added and challenging component of editing. Due to the required immediacy of simultaneous interpreting and respeaking, the decisions of the language professional performing the task must be made with minimum latency, and the transfer between two languages means that complex equivalence challenges often need to be resolved within seconds or even fractions of a second. This promotes paraphrasing as an efficient strategy to satisfy the audience’s communication needs while meeting the time pressure involved in this technique. Researchers interested in the process of interpretation, and especially its Production Effort component (Gile 1995) have looked at paraphrasing as an effective and indispensable tool for interpreters. Paraphrasing and strategic reformulation exercises have long been present in the core of most interpreter training curricula (Moser Mercer 1998). Furthermore, Seleskovitch (1978) and other researchers proposed a model of interpreting theory that includes a deverbalisation phase between
understanding the source message and re-expressing its content in the target message. This means that content is processed semantically, focusing on its sense rather than on its lexical form. In a related vein, Gumul’s (2017) extensive analysis of explicitation techniques in interpreting builds on the work of more than 10 interpreting researchers and offers a detailed breakdown of explicitation-type reformulations into categories which are also highly relevant for the bottom-up analyses we performed in both our projects.

**Respeaking.** Language transformation in respeaking has been a topic of research for over a decade now (e.g., Romero-Fresco 2011). An important part of the research (and the pragmatic perspective on respeaking as a service with concrete clients and end users) has been the evaluation of respeakers’ output. The approach most widely used in the assessment of accuracy of intra- and interlingual respeaking is based on errors (the NER and the NTR models, respectively – see 2.2 below for more details) identified in a close-up linguistic analysis of (fragments) of transcribed source inputs and target outputs. However, the two recognised models for product accuracy assessment include a component of edition evaluation (called correct editions in the NER, and effective editions in the NTR) intended as positive shifts in the target text with respect to their corresponding source. As previously explained, these represents a positive deviation from the source, which are not penalised in the model since they do not alter the meaning or result in any loss of information. In fact, such changes may even improve the effectiveness of the message being conveyed.

Even though paraphrasing has been mentioned as a common denominator for practices where content is transferred across two languages, it is important to emphasize that in the context of written translation the source text is often ‘clean’ and in its final version. Conversely, source speeches performed in a live settings are frequently abundant in ad-hoc formulations, redundancies, disfluencies, overlapping speech, or simply sub-optimal quality of audio due to speaker’s pronunciation and background noise, all of which place an additional burden on the human professional’s speech transformation. Importantly, this overarching challenge is shared by both interpreters and respeakers, leading to a unique set of transformation phenomena discussed in this paper. Researchers emphasize the similarities between the two professions as regards preparation, processing, and delivery: the ‘simultaneity’ of reception of audio and own production, balancing the capacity of one’s own working memory, processing and output monitoring are indispensable for the service to meet its communication objectives. These similarities have led Chmiel et al. (2018) to conduct a study on paraphrasing skills in interpreters, respeakers and bilinguals where interpreters tended to be better at semantic redundancy elimination and the ensuing production of concise output, although the advantage was not very clearly pronounced (Chmiel et al. 2018). In a study focusing on reduction practices in (intralingual) respeaking, Luyckx et al. (2010) found that condensations and omissions seem to be a planned process actively shaped by respeakers depending on external factors such as source text speed and availability of ‘omissible’ respeaking units. The same study also presents a list of source reduction strategies that enable the respeaker to retain (much of) the original information despite a significantly condensed output. These include some of the strategies that are also included in our
classification in later sections: omissions, shifting questions into affirmatives, and simplifying indicators of modality (ibid, pp. 31-33).

2 Effective Editing in Respeaking Datasets – Classification and Comparison

2.1 Sources of Data

For the purpose of this paper, we looked at EEs across the empirical datasets from two distinct projects carried out at the Centre for translation Studies (University of Surrey). Below we provide a brief overview of both projects.

The SMART project (Shaping Multilingual Access through Respeaking Technology, Economic and Social Research Council UK, ES/T002530/1, 2020-2023) aimed to investigate the emerging technique of interlingual respeaking for delivering real-time speech-to-text services across languages. Specifically, the project analysed the interlingual respeaking performances of 51 language professionals from various backgrounds, including consecutive and simultaneous interpreting, written translation, pre-recorded subtitling, and live subtitling. The study aimed to explore the competences underlying such complex process, the level of accuracy achievable by language professionals with at least 2,000 hours of practice in one or more of the disciplines listed previously, and how to optimise upskilling based on empirical research insights. Participants received 25 hours of bespoke training-for-testing course, which exposed them to both intralingual and interlingual respeaking. They were required to speak English paired with Italian, Spanish, and/or French, with at least one of these languages as their mother tongue. They also underwent six tests, including three intralingual and three interlingual ones, designed to expose participants two different scenarios: speed (fast speakers), planned/unplanned delivery (partially improvised, partially prepared speech), and multiple speakers (interview scenario). This paper refers to the interlingual dataset generated by SMART, which comprises 153 performances of 15 to 20 minutes each, totalling over 2,300 minutes of recorded and analysed performance. This dataset provides a rich source of interlingual respeaking data with aligned sources and targets which were evaluated using the NTR model for accuracy evaluation.

The MATRIC project (Machine Translation and Respeaking in Interlingual Communication, Expanding Excellence in England, 2019-2022) investigated an alternative speech-to-text interlingual communication workflow involving a human intralingual respeaker providing live subtitles in English via speech recognition software (Dragon) and machine translation (the EU’s eTranslation) to translate the English subtitles into multiple languages: French, Spanish, Italian, Polish, German, and Romanian. First, an evaluation of intralingual respeaking data from four professional respeakers performing a total of 12 speeches (each professional respoke intralingually three authentic English language speeches from the European Parliament’s speech database) enabled us to single out the best performances, which were later machine-translated to produce a total of 18 performances. 12 of these (for Italian, Spanish, French and Polish) were analysed and compared with the corresponding 12 transcripts of actual performances of four interpreter tandems from the European Parliament’s booths working at the same events (also available through the EPTV database). Source speech duration
varied between 3 and 14 minutes, representing the typical range of length of Europarl debate interventions. Additionally, care was taken to select speeches with varied speech types (improvised and partially improvised, varied topics, speakers with different speeds and accents including one native English accent). Overall, approximately 200 minutes of speech were analysed using both the NER and NTR methods, as explained in the next section.

2.2 Capturing Effective Editions – the NER and NTR Models

Both projects focused on accuracy, measured via the NER and NTR models for intralingual and interlingual evaluation respectively. The NER model (Romero-Fresco 2011, Romero-Fresco and Martínez 2015) is a recognised method for evaluating the accuracy of live subtitles produced through *intralingual* respeaking in media or live event broadcasts. The letters in the model’s acronym stand for the total number of words in the live subtitles (N), edition errors (E), and recognition errors (R). The percentage of accurate content is calculated by subtracting the E and R values from the N value, and then dividing it by N. The NTR model (Romero-Fresco and Pöchhacker 2017) is based on the NER model and used to evaluate *interlingual* respeaking data. In the NTR model, translation errors (T) replace the edition errors to account for the accuracy of interlingual transfer. Errors captured with the NTR include omission, addition, and substitution errors (content errors), as well as correctness and style (form errors). Despite a different naming convention in each of the models, the levels of severity in both the NER and the NTR are as follows: minor (0.25 penalty point), standard/major (0.5 penalty point), and serious/critical (1 penalty point). Importantly and crucially for the models’ differentiation from WER-like models, despite the focus on errors, they leave scope for capturing EEs (also referred to as Correct Editions in the NER model). The analysis grid we used was adapted by Davitti and Sandrelli (2020) from the NER score spreadsheet for the evaluation of intralingual respeaking data. The spreadsheet used for NER and NTR evaluation allowed for segmentation and alignment of source and target’s idea units, to enable investigation at a micro level. The grid also features a special column for capturing and commenting on EEs, which makes it possible to count them as well as extract and examine more closely examples of interventions by language professionals. This repository was analysed qualitatively by six researchers with extensive experience in respeaking and interpreting research. Importantly, as the SMART project offered very extensive data, initial characterisation and taxonomy was done on the basis of SMART’s dataset and then applied to MATRIC. As a result of the analysis, we understood that, firstly, it is possible to distinguish predominant categories of EEs, and secondly, that the current definition of EEs could benefit from expanding and specification based on our authentic data. Below we present these categories with brief definitions and examples sourced from our data.

2.3 Classification and Examples of Effective Editions

Upon separate analysis of the datasets for the purpose of their respective projects, we discovered a clear pattern in the EE types identified, which allowed us to categorise them into three distinct supra-categories. The first category consists of non-penalised
omissions, which typically resulted in effective condensation, as not all omissions lead to information loss. The second category is re-expression, which can be broken down into two major dimensions: lexico-semantic and structural. The third category identified in the data is compensation, which occurs when missing information from a previous fragment is compensated in a later fragment. The following examples and extended definitions will provide a more comprehensive explanation of our tripartite classification. Please note that for the purpose of succinctness and consistency in this paper, we focus on English into English intralingual respeaking and Spanish into English / English into Spanish interlingual respeaking. However, we discovered the same patterns across all other language combinations explored in the two projects. Rather than producing an exhaustive catalogue of all possible instances of condensations or re-expressions, in this paper we focus on presenting examples that showcase the general mechanics of effective editing. The sequence of examples in each supra-category is as follows: examples from the intralingual dataset followed by examples from the interlingual dataset. The effectively edited fragments are in bold print. ‘BT’ stands for back-translation (in the interlingual examples).

**Condensations**
Condensations are the predominant category in the datasets. At micro level, they occur when a source idea unit is compressed and expressed in a shorter form in the target idea unit without (any considerable) loss of information. In our data, condensation was implemented primarily through omissions of redundant information, deictic expressions, or grammatical interventions. Condensations at macro level occur when a target idea unit can be expressed in a much more concise way by referring to the preceding idea unit or utilizing elements of content from it, and when a target idea unit captures more than one source idea unit. This type of condensation is typically achieved using pronouns to replace names, or deictics such as this, that, these, those, now, then, here.

The examples below show two types of condensation sourced from the datasets. All the source data transcriptions contain all the words that were in fact uttered by the original speaker. As a result, repetitions and redundancies are present in the source transcripts to demonstrate the full scope of the human intervention in the target.

**Example 1 (intralingual respeaking)**

**Source:** Despite the dramatic and I would even say tragic events we are just going to discuss in a minute the first time we see each other after the after the Christmas break and therefore I really would like to wish all of you all the citizens you represent and all the European Union all the best in the New Year and happiest 2020

**Target:** Despite the dramatic and I would even say tragic events, it's the first time we have seen each other after Christmas and I would like to wish all of you all the best in the New Year and the happiest 2020.

Example 1 was significantly condensed by the respeaker: the original 330 characters with spaces were turned into just 205 characters with spaces in the respoken version. This resulted in shorter, more readable captions, with the message largely intact.
Thanks to the respeaker’s intelligent interpretation of the context, they were able to leave out a whole string of words that did not contribute important information, thus streamlining the entire process for themselves and for the recipients. This depth of intervention could not be expected from an ASR solution – although some redundant elements such as the obvious repetitions resulting from hesitation or uncertainty would have been cut out by currently available speech recognition tools.

Example 2 (interlingual respeaking)

Source: Entiendo que puede ser algo confuso así que quizá debería explicarlo mejor

BT: I understand that it can be somewhat confusing, so perhaps I should explain it better.

Target: It might seem confusing, so I should clarify that.

Example 2 features condensation on two levels: firstly, the rapport-building ‘I understand’ which has an important function in conversations, but not necessarily in live captions, is dropped. Secondly, ‘quizá / perhaps’ is dropped, leaving the transfer of the sentence’s modality to the modal verb ‘should’. Arguably, these changes are justified, although the lack of the ‘softening’ of the sentence’s style by means of ‘perhaps’ results in a more direct affirmative clause. Overall, however, and in the wider context of this example, these modifications bring no detriment to the original’s message and result in improved readability. Although there may be contexts where even a slight shift in modality will interfere with the message conveyed (e.g., a legal context), the respeaker’s judgment of the situation (often supported by an assignment brief and preparation) should limit editing to the fragments of source text that lend themselves well to such transformation.

The condensations shown above show the uniquely human skill of editing based on split-second decisions and contextual judgment that result in well-readable output either in the same or a different language. Although today’s large language models and text summarization solutions cope well with text reduction (leading to condensation), there remain at least two major areas of human superiority. Firstly, apart from redundant content, all content words in automatically summarized fragments of texts tend to stay in the output. Humans, in turn, are able to ‘filter out’ non-crucial words, including content words, based on the context. This results in succinct and easy-to-read captions. Secondly, human respeakers can switch their condensation practice on and off very dynamically within one assignment, while an automated solution would need to be prompted separately for selected fragments of the source speech to be able to mimic a human respeaker’s behaviour. These two challenge areas, of course, come on top of all the existing challenges related to ASR (such as overlapping speech, background noise) providing input for any human-like editing operations in a cascaded system.

Re-expressions

Re-expression is about effectively using the lexico-semantic and structural possibilities afforded by the source content to produce successful renditions suitable for live captions. Re-expression can take the form of semantic, syntactic and stylistic interventions...
that do not interfere with the message and provide a more readable output thanks to, for example, voice change, sentence splitting, sentence merging or additions or substitutions that are deemed positive and are, therefore, not penalised in NTR evaluation.

Example 3 (intralingual respeaking)
Source: On Sunday yesterday my colleague Commissioner Lenarcic reached out and spoke to the Australian minister Littleproud and be reiterated the Union's readiness to assist Australia in this moment of crisis
Target: On Sunday, yesterday, my colleague Commissioner Lenarcic reached out and spoke to the Australian Minister Littleproud and stated the union's readiness to support Australia in the crisis.

Example 3 shows a situation where successful re-expression at a syntactic level (merging two utterances) and lexico-semantic level (verb substitution) leads to slight condensation of the target, too. In fact, these two categories of effective editing often co-occur in our data, although re-expression may also lead to the opposite of condensation, i.e., extension of the target if content explicitation is necessary following the respeaker's assessment of the caption reader's needs. In Example 3, both merging the sentences and verb substitution produce a more succinct target: the subject does not need to be repeated, and the verb 'state' reads much shorter than 'reiterate'. The omission of 'this moment' is also justified by the use of the definite article and the noun 'crisis', which provide enough clarity given the context.

Example 4 (interlingual respeaking)
Source: Entonces, ¿significa esto que las personas que se dedican al rehablado intralingüístico pues que no tienen experiencia como intérpretes pueden dedicarse al rehablado interlingüístico?
BT: So, does this mean that people who perform intralingual respeaking, since they do not have experience as interpreters, can still perform interlingual respeaking? I would say yes, absolutely
Target: So this means that people who are intralingual respeakers who are not interpreters can work as interlingual respeakers if they work hard.

In Example 4 we can see re-expression through two interventions: at a structural level, i.e., the respeaker changed the source’s rhetorical interrogative into an affirmative – as the answer was provided by the speaker in the next sentence, the shift was possible; and at a lexico-semantic level, through an addition which is perfectly plausible on the basis of the context preceding this segment and actually clarifies it further. Such processing is evidence of the respeaker’s understanding of the speaker’s intention, and their ability to operate syntax and form to express meaning to the best of their abilities.

Compensations
Working with live input provides respeakers with unique opportunities to change the sequence of information presentation if such a change is possible, i.e., in situations when chronology of the presentation is not crucial. Compensation consists in providing
missing information from a previous idea unit (which can be either its part or even an entire idea unit) in later target idea units. Although typically compensations span adjacent idea units, it is also possible for language professionals to compensate for content provided a few idea units earlier.

**Example 5 (intralingual respeaking)**

<table>
<thead>
<tr>
<th>Source:</th>
<th>Target:</th>
</tr>
</thead>
<tbody>
<tr>
<td>And, of course, we also have the the pension pay gap which is very very serious.</td>
<td>[no rendition]</td>
</tr>
</tbody>
</table>

The current gender pension gap in Europe stands as over double the gender pay gap at 35.7%.

**Example 6 (interlingual respeaking)**

<table>
<thead>
<tr>
<th>Source</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entonces, ¿significa esto que las personas que se dedican al rehablado intralingüístico pues que no tienen experiencia como intérpretes pueden dedicarse al rehablado interlingüístico?</td>
<td>[no rendition]</td>
</tr>
</tbody>
</table>

BT: So, does this mean that people who perform intralingual respeaking, since they do not have experience as interpreters, can still perform interlingual respeaking?

Yo diría que sí absolutamente

BT: I would say yes, absolutely

Yo diría que sí, absolutamente pero necesitas superar algunos obstáculos mentales del síndrome del impostor

I would say that people that haven’t worked a simultaneous interpreters can work as interlingual respeakers, but there are obstacles to overcome.

BT: I would say yes, absolutely, but you need to overcome some of the imposter syndrome’s mental hurdles

Examples 5 and 6 show that source information can be compensated if the respeaker’s working memory allows it. Please note that a compensation can also include a different editing category such as re-expression – as is the case in Example 6. Importantly, due to its non-chronological nature, compensation is also uniquely human.

### 2.4 Discussion

The examples above serve to identify the editing strategies typically employed by intra- and interlingual respeakers. Although such strategies can be found ‘in isolation’, it is natural for them to co-occur within the same idea unit, as in Example 6. Furthermore, the presence of EEs in interlingual respeaking data may be more pronounced than in intralingual respeaking data. This can be mostly ascribed to the language transfer component, which makes a fully verbatim approach difficult to implement.
Based on the quantitative analysis conducted in SMART, we found EEs were a positive predictor of accuracy, thus confirming their impact on improving interlingual respeaking output, including the readability aspect. This therefore means that learning more about EEs is important for more precise evaluation, goal-oriented training / up-skilling of language professionals, and possible future (partial) automation of the task.

3 Conclusions, Impact and Further Research

Impact on Data Evaluation and Training. The examples from respeaking data we have cited in this paper show that live spoken text can be subject to a varied range of transformations that we have classified into three macro-categories as condensations, re-expressions and compensations. The extent to which these transformations are applied can depend on many factors, including the briefing of the respeaker, the features of the original speech including speed, structural complexity, genre, and, last but not least, the professional’s individual inclinations that may result from one’s idiosyncratic disposition, experience and/or training. Our awareness of the range of effective transformations that are applied by respeakers can impact how these professionals are trained. The three broad categories we have proposed may prove useful for providers in identifying any existing strengths and possible training needs for language professionals, and the range and modulation of shifts that can be suitable in a specific scenario. Furthermore, a deeper understanding of EEs can contribute to a more comprehensive and objective application of the NER and NTR models: for example, in some live settings the positive impact of successfully applied EEs may offset some shortcomings of the target (such as minor content omissions). In the near future we plan an experimental re-calculation of the NTR scores from the SMART project including a positive value for EEs to gauge their impact on overall scoring. In the context of education, although strategic reformulation exercises have been part and parcel of the training of various language professionals for decades now, there appears to be the need to study them further in relation to hybrid practices. This is particularly relevant as traditional disciplinary boundaries are blurring, with multimodal practices (like respeaking) emerging and requiring further investigation. Moreover, there is a need to develop a deeper understanding of the frequency of occurrence of each of EE categories to decide what to prioritise in training. Existing and future data sets can be analysed quantitatively and additional variables such as the impact of source genre on effective editing will need to be taken into consideration when shaping future training courses.

Impact on Resource Development and Automation. Apart from training and evaluation, the classification we have proposed may be used to showcase any shortcomings of existing prototypes in machine interpreting and ASR-based live captioning services. The recent rapid progress in large language models such as GPT 4 also offers promising potential for future development of automatic human-like editing of live speech for the purpose of live subtitling or even interpreting. However, to effectively teach the model and expect consistently good outcomes, we first must understand the phenomenon.
thoroughly and collect sufficient data. What we need as a next step is to create larger databases of EEs across different live language-related practices to gain a better quantitative and qualitative understanding of the phenomenon. This will then enable us to identify best practices from human data to train automated large language models.
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1 Introduction

The rise of large language models (LLMs) and LLM-powered applications, such as ChatGPT2 and DALL-E 23 by OpenAI, Claude4 by Anthropic, PaLM5 by Google, LLaMA6 by Meta, have brought about new avenues for the full and semi-automatization of the complex natural language tasks. The wide-ranging impacts of

---

1 Publicly available at https://www.interpretutor.app
2 https://openai.com/blog/chatgpt
4 https://www.anthropic.com/index/introducing-claude
6 https://ai.facebook.com/blog/large-language-model-llama-meta-ai/
LLM and their advanced natural language processing (NLP) capabilities hold significant promise for future derivative LLM-powered end-user applications like support agent assist, personalized tutoring, grammar correction and style, frontend/website generation, database query optimization, code generation and autocomplete, copywriting, etc. Github Copilot, Bing Search, ZoomIQ, Khanmigo, Duolingo Max, InworldAI, and many other end-user software are commercial examples on the market. The field of translation and interpreting is set to experience such transformative advancements, too. Currently, such advancements are limited to possible benefits such as document-level machine translation (MT) [1], producing synthetic data for training better MT engines, term extraction, glossary creation, and conducting quality estimation. Still, LLMs have the potential to be an integral part of the hybrid workflow of language service providers soon.

This study aims to investigate the capabilities of two of the most advanced LLMs of Open AI: GPT-3.5 and GPT-4, which are the base models used in the publicly available ChatGPT 7, with a particular focus on interpreter assessment. To see the generative features of an LLM in interpreting evaluation, we introduce an LLM-powered application InterpreTutor designed to transcribe the audio recordings and offer comprehensive feedback for performances based on various human assessment criteria. Details and usage scenarios for LLMs in the literature are briefly discussed in 1.1. The architecture of InterpreTutor is outlined in section two. On the other hand, section three presents the methodology of the small-scale experiment comparing the InterpreTutor’s performance in GPT-3.5 and GPT-4. Further, an experimental setup was designed to include two trainee interpreters whose performances were recorded in audio and used as input for our tool. InterpreTutor’s automatic performance analysis was conducted by leveraging GPT-3.5 and GPT-4. In its analysis, InterpreTutor gave scorings for each of the four criteria. Afterward, the scorings were compared to human evaluators’ scorings. We aimed to understand its effectiveness in a restricted task: understanding the context, feedback generation on the completeness of a text, evaluating coherence, handling terminological consistency across texts, and providing an accurate report.

1.1 Large Language Models

LLMs refer to large-scale deep learning models trained on massive amounts of text data to perform various natural language processing tasks. Among these models, the Generative Pre-trained Transformer (GPT) models [2][3] have gained considerable attention due to their ability to generate coherent and context-aware text. Two of the widely known LLMs, GPT-3.5 and GPT-4 are the third and fourth iteration, respectively, in the GPT series of US-based AI research laboratory OpenAI. As a deep learning-based language model, LLMs generate human-like text using an autoregressive approach. In simpler terms, it’s a system that creates persuasive, semantically coherent words, code, or data sequences based on a given input, known as the prompt.

7 https://openai.com/blog/introducing-chatgpt-and-whisper-apis
GPTs, with their traits of general-purpose technologies, have not only opened up new possibilities for advanced natural language tasks but also raised concerns regarding their broader implications, including the economy, social dynamics, and policy development. In terms of the economy, a recent study reported that the rise of LLMs could affect a substantial portion of the U.S. workforce, with around 80% of workers seeing at least 10% of their tasks influenced by these technologies and approximately 19% experiencing impacts on at least 50% of their tasks [4]. In politics, governments are grappling with the rapid advancement of AI and call for regulation, as large language models enable AI to create realistic art, write essays, and generate code within seconds. In education, institutions have started taking measures to address the potential misuse due to concerns about students using it for assignments and the potential for unreliable or inappropriate content [5]. On the other hand, LLMs have a positive potential in creating educational content, enhancing student engagement, and personalizing learning experiences.

The works evaluating the performance of GPT and other LLM models indicate outperforming results in some domains compared to state-of-the-art NLP methods. For instance, GPT-3.5 has shown remarkable performance in text classification [6][7] and has proven to be more precise in MT evaluation compared to statistical metrics [8].

Among many capabilities, GPTs can be employed for the following linguistic tasks as they generate promising results:

- **Machine translation**: GPTs are capable of producing fluent and competitive machine translation outputs that perform closer to state-of-the-art neural machine translation models (e.g., Google) on high-resource European Languages [9][10][11]. However, there is the risk of generating hallucinations for non-English-centric MT tasks [12].
- **Text summarization**: LLMs can generate concise summaries of long pieces of text by understanding the main points and condensing the information into a shorter version [7][13][14].
- **Text generation**: LLMs can generate coherent, context-aware, and human-like text in various formats, such as stories, articles, or conversations for any given purpose. GPTs can adapt their text generation to specific writing styles, formats, or tones, allowing for tailored content production based on user preferences [15].
- **Dependency parsing**: LLMs can analyze the grammatical structure of a sentence and determine the relationships between words and phrases.
- **Textual similarity analysis**: GPTs can understand complex semantic patterns and relationships between words and phrases [16].

The list may be extended further for other specific linguistic tasks, such as named entity recognition, part-of-speech tagging, sentiment analysis, etc. The textual analysis and context understanding capabilities of GPTs make them particularly relevant for our research, where we are focused on their performance for analysing the interpreting output. In this context, this study has the following goals:
a. to explore and evaluate the potential of an LLM (GPT-3.5 / GPT-4) in assessing interpreting performance through zero-shot prompting based on human evaluation criteria while demonstrating the accuracy, comprehensiveness, and constructiveness of the feedback generated.

b. to launch a system that will provide an accessible tool for trainees that could be used as supplementary feedback in deliberate practice.

1.2 Automatic Evaluation and Scoring in Interpreter Assessment

Testing and assessing spoken-language interpreting has been gaining attention over the past decade, particularly in the fields of interpreter education, professional certification, and interpreting research. Han [17] outlines the assessment procedures for interpreting in three major aspects: (1) specificities of interpreting assessment (modes and directionality), (2) assessment design (difficulty, variety, number, and length of tasks and evaluation criteria), and (3) scoring and rater training. For scoring, different scoring methods are drafted by scholars, like the error-analytic method [18][19], questionnaire-based scoring [20], rubric scoring [21], and comparative judgment [22]. Based on these established views on assessment and scoring, automatic evaluation of spoken-language interpreting focuses on predicting human-assigned scores for interpreting performance. Automatic assessment and scoring techniques embark on a method that aims to minimize human involvement in analysing, assessing, and quantifying interpreting quality. It basically employs specifically designed algorithms to automatically calculate metrics and indices related to interpretation performance. While this approach holds promise in transforming the evaluation of interpreting quality, it remains in its nascent stage and necessitates further comprehensive research [23]. Research-wise, it has gained traction as an important area of research, with numerous studies exploring various methods for predicting interpreting quality. In general, there are three strands of automatic evaluation research [17] (a) researchers evaluate speech fluency using objectively measured temporal variables [24] [25]; (b) analyse linguistic features using corpus linguistic tools [26] [27]; (c) use algorithmic quality evaluation metrics that are already deployed for MT [23] [28].

In the first strand of research, researchers generally focus on analysing the temporal variables relating to fluency [29], like speech rate, phonation time ratio, and mean length of the run, which was proven to correlate with human rater’s judgment [24] [25]. On the other hand, the second strand, led by interpreting studies, computer science, and natural language processing researchers, utilizes large corpora and sophisticated machine-learning techniques to analyse diverse surface features and predict human assessment results. For instance, Le et al. [30] built an interpreting corpus of 6,700 utterances and employed word confidence estimation systems integrating automatic speech recognition and machine translation features. The results of the experiments indicate that MT features have the most significant impact on the quality assessment of speech translation, while ASR features provide valuable supplementary
Meanwhile, Stewart et al. [31] enhanced the Quest++ quality estimation model with four interpreting-specific features to assess interpreting quality. Li et al., [32] propose a neural-based automatic scoring model for Chinese-English interpretation using a multi-indicator assessment. Three improved attention-based BiLSTM neural models are developed to learn the text of transcribed responses in terms of keywords, content, and grammar. BERT pre-training technique is used for keyword and content vectorization, while grammar is initialized randomly. Additionally, fluency is assessed through speech tempo analysis. An integrated score is derived by combining the four metrics using a random forest regression approach. Experimental results demonstrate that the proposed scoring method is effective and performs comparably to human assessment (manual scoring).

Using MT evaluation metrics for automatic assessment of interpreting constitutes the third strand of research where researchers adapt the translation-based MT evaluation metrics into spoken-language interpreting. For instance, Han and Lu [28] investigated the relationship between machine translation metrics, such as BLEU, TER, BERT, NIST and METEOR, and human scores for interpreting assessment, finding moderate-to-strong correlations that suggest the potential for automation. The study was conducted for English-to-Chinese interpreting tasks within language learning classrooms. The results indicated strong correlations, particularly for METEOR, with sentence-level evaluation showing closer correlations than text-level assessments [28]. Similarly, Lu and Han [23] explored the relationship between automated metric scores and human-assigned scores in assessing English-Chinese bidirectional interpretations performed by 56 students. Five machine translation metrics were used alongside various rater types and scoring methods, such as analytic and holistic rubric scoring and ranking. The study observed a relatively strong correlation between automated metric scores and human scores when BLEU, NIST, and METEOR are in question. These studies demonstrate the possibilities of using machine translation metrics and natural language processing techniques for automatic interpreting assessment.

Indeed, an automatic assessment of an interpreted text using the transcripts only would pose a challenge and be bound to some limitations. Being on a textual level, it will not be able to consider non-verbal cues, fluency, pace, and prosodic features (intonation, stress, rhythm) of the delivery, which are essential components of interpreting assessment. Other non-textual assessment units can be voice modulation, the skill of maintaining calm under pressure, memory retention, etc. In general, a comparative assessment based on source and target text would only provide an overall quality evaluation. GPT models stand out with their ability to handle many NLP tasks which can generate practical output with zero-shot prompting. By making the most of the generative capabilities of GPT-3.5 and 4, we attempt to investigate whether integrating LLMs into the assessment process could provide more accurate and nuanced evaluations, as they can capture linguistic features and semantic understanding beyond traditional metrics. The prompting and evaluation criteria that we embark upon in GPT-3.5 and GPT-4 are outlined in section 2.3.
2 Architecture and Workflow

In this section, we will detail the design principles and objectives behind InterpreTutor, including the rationale for its focus on textual feedback and the considerations made to ensure its usability and effectiveness in interpreting assessment scenarios.

2.1 User Interface

![InterpreTutor Interface](image)

Fig. 1. A screenshot from the main interface of InterpreTutor

The user interface (UI) of the tool provides users with a step-by-step process to facilitate the evaluation of the given inputs. The user begins by uploading the source speech, which is then transcribed using OpenAI Whisper’s Automatic Speech Recognition (ASR) system. Upon completion of the transcription, the user is prompted to select the source language. Subsequently, the user is required to upload their interpretation, which is again transcribed into target text using Whisper ASR API. The user must then choose the target language (as shown in Fig. 1). To generate a reference text in the target language, the user is given the option to either upload the source speech once more, which is then translated automatically via the Whisper Translate API, or manually input a pre-determined reference text, also known as the golden standard. With all inputs in place, the source and target texts, as well as the reference text, are compared and evaluated.

---

8 Language selections are done after the transcription/translation processes.
9 Whisper’s speech translation engine currently only works for translations into English. For other directions, the user is asked to enter the reference text manually.
text, are combined to form the general prompt for the model. The evaluation process commences, and upon completion, the user is presented with a concise evaluation summary, offering insights into their interpreting performance based on the predetermined evaluation criteria (see 2.3.).

![Workflow applied in InterpreTutor.](image)

**Fig. 2.** The workflow applied in InterpreTutor.

### 2.2 Models Used

In the development of InterpreTutor, we employed two state-of-the-art AI models to facilitate the conversion of speech into text and the generation of assessments, respectively. Both models have been developed by OpenAI and have demonstrated impressive performance in their respective domains.

**OpenAI Whisper.**

Whisper [33] is an Automatic Speech Recognition (ASR) system that has been trained on a large dataset of multilingual and multitask supervised data collected from the web. Its primary function within InterpreTutor is to convert both the source speech (source text) and the user's spoken input (interpretation) into text to be processed by the LLM. Whisper is an example of the application of transformer models in speech processing is a versatile model designed for speech recognition in challenging environments, such as noisy or low-resource settings. It is capable of multilingual
speech recognition, speech translation, and language identification. In InterpreTutor, we use Whisper API for both transcription and translation. The transcription function is utilized for both source text capturing and target text generation (the user's interpretation), whereas the speech translation (ST) function of Whisper is used for the automatic generation of the reference text. The application relies on the accuracy of Whisper's speech-to-text conversion, which gives promising results with a low word-error rate (WER), especially for the languages English, Italian, German, and Spanish [34]. One thing that Whisper can do is annotate the filled pauses. It is possible to use a prompt to improve the quality of the transcripts generated by the Whisper API. The model may leave out or include common filler words in the audio. We created an example prompt to keep the filler words (e.g., ‘uhm(s)’ ‘hmm’ etc.) in the transcript, thereby evaluation of the disfluency is facilitated when the LLM analyses the occurrences of filled pauses.

**OpenAI GPT-3.5 & GPT-4.**
OpenAI’s GPT is a large-scale language model known for its exceptional natural language processing capabilities. In InterpreTutor, we specifically used the model gpt-3.5-turbo and GPT-4\(^\text{10}\) (latest iteration) from the GPT family to generate responses and feedback on the user's interpreting performance. Based on the textual input received from the OpenAI Whisper API, GPT-3.5 and GPT-4 are responsible for analysing the transcriptions, comparing the source and target texts, and providing feedback on the quality of the interpretation based on the criteria outlined in section 2.3.

### 2.3 Evaluation Criteria and Prompt Generation
This section will explain the mechanisms by which InterpreTutor prompts the GPT-3.5 and GPT-4 models to generate feedback, as well as the evaluation criteria used to assess the interpreters' performance. It will also cover the development of these criteria and the considerations made in order to ensure their relevance and fairness.

**Evaluation Criteria.**
In evaluation criteria, various quality criteria have emerged in the literature with different viewpoints. In their research, Schjoldager [20] identifies four primary factors to evaluate student interpretation performance, encompassing aspects such as comprehensibility, linguistic accuracy, coherence, and fidelity to the source. On the other hand, Riccardi [35] delves into a more granular assessment approach by proposing 17 specific criteria, which cover areas like phonetic and prosodic accuracy, speech production, non-verbal communication, and lexical variations for both general and specialized vocabulary. The key criteria identified by subsequent research include content, delivery, and language quality as the three primary components of interpreting quality [21] [36]. Drawing on Lee's [21] framework for assessing interpreting perfor-

\(^{10}\) For the technical report, see https://arxiv.org/abs/2303.08774.
mance in the classroom, we adopted a similar three-dimensional approach to interpreting quality, incorporating additional sub-criteria. Our evaluation framework includes 1) accuracy, fidelity and completeness (content); 2) textual integrity, focusing on cohesion and coherence; 3) appropriate usage of terminology; and 4) the presence or absence of disfluency markers (only repetitions and disfluency markers).

**Prompting.**
The GPT-3.5 and GPT-4 API requests two prompts to generate the answer: system and the user. The system prompt sets the context and the behaviour of the assistant by providing specific information or defining the character of the AI. In our case it is: “You are a conference interpreter trainer who makes detailed and objective evaluations on spoken-language interpreting”. The user prompt on the other hand is the main instruction that the GPT handles. Our prompt is designed to encompass three essential criteria as specified above: accuracy, fidelity, and completeness; cohesion and coherence; terminology; disfluency markers. Specifically, we create four responsibilities for the language model and draft the prompt accordingly. 1) Comparing the interpreted content with the source content to check for correctness and completeness. 2) Analysing the logical organization and connectedness of the interpreted content, including transitions. 3) Evaluating the terminological accuracy and consistency. 4) Detecting disfluency markers: repetitions and filled pauses. In the prompt, we elaborated on the aspects and the model is guided accordingly. Consequently, the prompt asks the following questions for the criteria and includes the instructions accordingly:

**Accuracy & Fidelity & Completeness:**
- **a)** Does the target text accurately convey the meaning of the source text in general?
- **b)** Are there any deviations, such as omissions, additions and unjustifiable changes or misinterpretations of the meaning and intention of the speaker of the source text? Are any important details omitted? Are there grammatical mistakes? Specify in detail.

**Cohesion and coherence:**
- **a)** Is the target text logically connected and coherent in general?
- **b)** Does the text make sense as a whole in general and make a narrative in the language of the target text despite the minor errors? Specify in detail and give examples if there are any coherence and fragmentation issues in this regard.

**Terminology:**
- Was correct and consistent terminology used in general? If there are any misuses, point out all major errors, and elaborate.

**Disfluency markers:**
- Detect the occurrences of repetitions (like saying the same word repeatedly and unnecessarily) and filled pauses.

When all inputs are received for the creation of the prompt, the prompt then guides the model to get the assessment based on these criteria. The model is given the task without any prior examples or training data. Therefore, the model is asked to com-
complete the task using only its pre-existing knowledge, without any fine-tuning or contextual clues.

2.4 Output Example

Based on the evaluation criteria and the tasks given in the prompt, the tool generates the general evaluation. An exemplary short and concise output using GPT-3.5 (without scorings) is as follows:

<table>
<thead>
<tr>
<th>1) Accuracy &amp; Fidelity &amp; Completeness:</th>
</tr>
</thead>
<tbody>
<tr>
<td>The interpreter's translation is mostly accurate and faithful to the source text. However, there are a few important details that have been omitted or inaccurately translated. For example, the interpreter states that the global GDP will decline by 4.6% in 2020, while the source text states that the global non-profit foreign exchange rate will fall by 4.4% in 2020. The interpreter also mentions a 40.3% decline in global trade, while the source text states a 13.2% decline.</td>
</tr>
<tr>
<td>2) Coherence:</td>
</tr>
<tr>
<td>The interpreter's translation is mostly coherent but there are some issues with the logical and semantic connection of sentences. For example, the interpreter states that the decline in global GDP is the largest annual decline since the Great Depression of 1930, but in fact, the Great Depression started in 1929. The interpreter also mentions that the pandemic has had a significant impact on the market, but it is not clear what specific aspect of the pandemic is being referred to. There are some abrupt endings and beginnings in the interpreter's translation, which make it less coherent.</td>
</tr>
<tr>
<td>3) Terminology:</td>
</tr>
<tr>
<td>The interpreter mostly uses correct and consistent terminology, but there are some issues. For example, the interpreter uses “Fitch Commercial Corporation” instead of “World Trade Organization”, and “unemployment rate” instead of “unemployment rate”.</td>
</tr>
<tr>
<td>4) Summary markers:</td>
</tr>
<tr>
<td>The interpreter has used some repetitions and filler pauses in the interpretation. For example, the interpreter has repeated the phrase “organizational barriers” unnecessarily. The interpreter has also used some filler pauses such as “uhhuh” and “yaay” which are not necessary.</td>
</tr>
</tbody>
</table>

Fig. 3. An example output (Whisper+GPT-3.5) in InterpreTutor

Due to a larger model size than GPT-3, GPT-4 demonstrates superior comprehension and reasoning capabilities, which was also observed while experimenting with them in InterpreTutor. Its expanded token limit of 32,000, equating to approximately 25,000 words, notably enhances report generation in our tool, providing more extensive and detailed outputs. While utilizing GPT-3.5, text inputs through ASR and reference text make the prompt too long, giving little token size for the answer generation. However, the max token size attributed in the model reinforces the advantage of employing GPT-4, which is set to 4000. Figure 4 shows another example output but only for the first criteria: Accuracy, Fidelity, and Completeness. In addition to model comparison based on size and capabilities, this study also aims to compare the relevancy of the scorings of each model to that of human judgement. However, it’s important to note that the focus here is primarily on a score-based comparison. Despite this limitation, GPT-4 generates more detailed and accurate feedback points, which underlines its potential superiority over GPT-3 in the context of producing logical and accurate output. Yet, both models carry the risk of hallucinations and inaccurate information. They can also produce certain biases inherent in the training data, which can possibly affect the feedback provided. In order to mitigate this, a low temperature was set to make the model more deterministic and less random.

11 Apart from the primary system prompt which includes “You are a conference interpreter trainer who gives detailed feedbacks and evaluations on spoken-language interpreting.”
12 https://openai.com/research/gpt-4
13 This marks a substantial increase from GPT-3.5’s 4,000-token limit, equivalent to around 3,125 words.
Fig. 4. An example output (Whisper+GPT-4) for the content accuracy and completeness generated in InterpreTutor

3  Pilot test

3.1  Methodology

Our methodology for the pilot test involves a speech to be interpreted by two interpreters and later to be evaluated by InterpreTutor and human evaluators. A number-dense speech (duration: 03:01) was chosen to be interpreted from English into Turkish in consecutive mode by two trainee interpreters. The topic of the speech is FIFA World Cup and it consists of 17 named entities and 15 numerical items which makes it challenging and prone to omissions and/or substitutions in interpreting. The source speech and the record of the interpretation (in mp3/wav/mp4 formats) were used as inputs for our LLM-powered tool InterpreTutor utilizing both GPT-3.5 and GPT-4 separately. Apart from the specific instructions in the prompting, the LLM models were instructed to give a score out of ten for each criterion. For the human judgement, both source and target (interpretation) data were transcribed through Whisper ASR (word-error-rate: 0% in the source text and between 1% and 3% in the target texts). Three human evaluators (interpreter trainers) from two universities were provided with the transcription of the interpreter’s performance, the source text and the reference text. The same criteria used in the prompting were also used as a guideline and provided for human annotators beforehand. The evaluators were asked to evaluate the performance based on the given criteria and asked to give scores out of 10 for each criterion specified in 2.3.

Given the limited number of evaluators and the small sample size, the application of statistical models such as the Intraclass Correlation Coefficient (ICC), Pear-
son’s correlation coefficient, and Fleiss Kappa would be inappropriate and result in a lack of generalizability. Given the limited number of evaluators and evaluation criteria, we think that, at the first stage, a qualitative analysis of the results based on scoring may be a more appropriate approach to gain insights into the performance of both human and LLM-based evaluation methods. Future research with a larger sample size and a broader range of evaluation criteria could benefit from using these statistical models to obtain more robust and comprehensive results. Though the pilot study employed a score-based design for the evaluation as well as a comparison with human judgement, the results section touches upon a rough analysis of the remarks. Perhaps, a detailed error identification analysis of the models can yield a better understanding. Further research can compare the detailed critics and points in the generated feedback and those of human evaluators by thematic classifications of the remarks.

3.2 Results

An overall overview of the remarks provided in the two outputs shows that GPT-4 produces more accurate feedback with more examples for both evaluations compared to GPT-3.5-based feedback (see the appendix). Scoring-wise, GPT-4 surpasses GPT-3.5 in its alignment with human judgment. Table 1 showcases the scores assigned by human evaluators and those produced by the two models from InterpreTutor.

Table 1. The scorings of each evaluator

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Evaluator 1</th>
<th>Evaluator 2</th>
<th>Evaluator 3</th>
<th>InterpreTutor GPT-3.5</th>
<th>InterpreTutor GPT-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpreter I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy, Fidelity &amp; Completeness</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Cohesion and Coherence</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Terminology</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Disfluency Markers</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Interpreter II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy, Fidelity &amp; Completeness</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Cohesion and Coherence</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Terminology</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Disfluency Markers</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
</tr>
</tbody>
</table>

GPT-3.5 Results

a) Accuracy, Fidelity & Completeness: Both the GPT 3.5 model’s score and the GPT-4’s score (6) are in the same range as the human evaluator scores (5, 6, and 7) for the performance of Interpreter I. This indicates that the LLM evaluation is closely aligned with the human evaluators’ assessment of accuracy. However, a rough human evaluation of the outputs indicates the output of GPT-3.5 does not fully catalog all inaccuracies and omissions but gives a couple of accurate exam-
The less number of examples of inaccuracies make the report less persuasive and missing. Repetitive evaluation sessions with GPT-3.5 keeps the score in the same range, but the examples differ each time, though they are correct takeaways. On the other hand, GPT-4-based output constituted more detailed feedback with correct points, making the evaluation fairer given such an average score. For the second interpreter, It's noticeable that the GPT-4 version consistently rated higher than the GPT-3.5 version and gave higher scores than human evaluators. This could suggest an overestimation by the LLM or a difference in the standards used for evaluation between the LLM and human evaluators.

b) **Cohesion and coherence:** For the Interpreter I, the GPT-3.5 score (2) is significantly lower than the human evaluator's scores while the GPT-4 score matches well with the human judgment. However, for the interpreter II, neither the human evaluators nor the LLMs seem to have a common ground. The GPT-3.5 score remains quite lower than the human judgment. On the contrary, the GPT-4 score keeps relatively high for this criterion (6).

c) **Terminology:** For the interpreter I, the GPT-3.5 score (5) is slightly lower than the human evaluator scores (6 and 7), while GPT-4 has given a closer score (7). This result indicates that, for the interpreter I, the GPT-4 evaluation is somewhat aligned with the human evaluators' assessment of terminology consistency, but it may not be as accurate as in the accuracy criterion. For the second interpreter, however, GPT-4 appears to evaluate the use of terminology more favourably than either the human evaluators or GPT-3.5 and GPT-3.5 score is more aligned with those of human evaluators.

d) **Disfluency Markers (filled pauses and repetitions only):** For the first interpreter performance, the GPT-3.5 score (5) falls within the range of the human evaluator scores (6 and 7) while the GPT-4-based evaluation matches the scores of two human evaluators (6). For the second performance, human evaluators have some divergence in their evaluations. The GPT-4 evaluation is reasonably more aligned with the two human evaluators' assessment of disfluency markers (8). The written feedback-wise, it produced more examples of filled pause annotations, especially for the Interpreter II, which makes the score look more reliable. However, the GPT-3.5-based evaluation indicated some hallucinations. This conclusion is based on the output (Interpreter I) that indicates that "there were several instances of filled pauses". While remarks on filled pauses held true, there was only one case of repetition in the interpretation.

### 4 Conclusion and Future Developments

In this preliminary work, we aimed to investigate the capabilities of a pre-trained LLM, the GPT-4 and GPT-3.5 in the assessment and evaluation of interpreting performance on a textual level based on human criteria. In doing so, we designed a prompt based on the assessment criteria views on the relevant literature and proposed

---

14 The examples can be seen in the Appendix 1.
an all-in-one LLM-powered application “InterpreTutor” which streamlines the process by using speech-to-text technology (OpenAI Whisper) and speech translation (OpenAI Whisper Translate). Whisper ASR, thanks to its state-of-the-art architecture and extensive training data, is successful at providing robust and clean ASR outputs which makes it easy to process by the GPT API. In our small-scale pilot test, we designed a prompt and made two interpreters’ performances evaluated by the LLM in InterpreTutor and three human evaluators. We observed that for the first interpreting performance, the GPT-4 model performed closely to human evaluators in terms of scoring compared to GPT-3.5. However, for the second interpreter, GPT-4 tended to assign higher scores than GPT-3.5 and sometimes even higher than human evaluators. GPT-3.5 generally aligned more closely with the lower range of human evaluator scores. Though the first test has shown a similarity in scoring between human evaluators and LLMs (particularly GPT-4), the second test provided an evident discrepancy not only between different models but also between models and human judgement, which gives no room for a definite conclusion. Despite the good alignment between human judgement and the InterpreTutor, the usability of such a tool for scoring is still questionable because of the inconsistency and the reliability of the scores. Nevertheless, InterpreTutor with GPT-4 performed well at analysing and commenting more persuasively and elaboratively on the audio inputs transcribed by the Whisper. Detailed feedback generation and accurate error detection of the models hold promise. Further optimization in prompting and fine-tuning of the model can generate useful output. LLMs, at this stage, have the potential to offer in-depth, partly constructive evaluation reports on the content accuracy with their sophisticated natural language understanding capabilities. Applications like InterpreTutor can be used by trainees in their deliberate-practice sessions when they want to independently assess themselves in some aspects.

To advance the understanding and application of LLMs in the assessment of translation and interpretation, the following areas can be recommended for future research. First, more empirical research with fine-tuned LLM models using larger datasets is recommended, as this could potentially lead to improved performance and enhanced evaluation capabilities. Second, this study focused on its feasibility in interpreter assessment and evaluation, while a similar study can be adapted for written translation assessment for scoring, grading or other pedagogical purposes. Even so, with the combination of LLMs’ good reasoning capacities and real-time speech-to-text/text-to-speech technologies, similar applications can be developed for the automatic evaluation of standardized speaking exams or similar simulations. This could be done by instructing the LLM to conduct a semantic, syntactic analysis and analyse the argumentation in the speech. However, a lot of development and testing would surely be

15 The study does not employ detailed benchmarking for ASR outputs except Word-error-rate calculation (which was shown to be very low). It should be acknowledged that ASR errors can also affect the output. Though most of the points made are correct, the model may occasionally misinterpret the text as a result of errors introduced by the ASR. Any lexical error in the ASR results can make the tool detect it as a major error.

16 This result must be interpreted in a nuanced manner, as it is subject to certain limitations.
required. Third, the current study focused on the Turkish-English language pair, and it would be beneficial to investigate the performance of LLMs in assessing translations and interpretations in other, particularly high-resource, languages. Fourth, the present study utilized a low-temperature setting for the GPT-3.5 due to the 4,000-token limitation imposed by the API at the time of writing, whereas GPT-4 has the capability of using more than 4k tokens which allows us to make it generate logical and longer evaluation reports. Future research should experiment with various temperature levels, different base models, few-shot prompting methods and larger token capacities to determine the optimal configuration for achieving the best results. Fifth, our study did not reveal the superiority of GPT-4 over GPT-3.5. Still, we observe that the GPT-4-based system for the workflow performs the best results in automatic assessment in the context of qualitative feedback generation. That’s why, rather than just comparing numerical scores, analyzing the specific content of the feedback could offer a more nuanced understanding of how these two types of evaluators differ in their assessments and how InterpreTutor can use the instructional capabilities of the pre-trained LLMs.

Certain restrictions and disadvantages are present since GPT-4 is slower and more costly. On top of that, ethical considerations on trustworthy usage, privacy, etc. do apply for InterpreTutor. Task-specific prompting keeps the model away from hallucinating and hazardous content. However, it is also true that misleading information or miscalculations can rarely happen in the feedback output, particularly when using low-resource languages for source and target languages. This is why using a gold standard as a reference helps the model to report well-reasoned points in the evaluation. Language variations pose a challenge to the robustness of the transcribed content. Experimenting with different language combinations and even with more and more large-scale language models would undoubtedly unveil more about the practicality of such secondary training-purposed tools like InterpreTutor.
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APPENDIX I

GPT-4 Evaluation (Interpreter I)

Accuracy, Fidelity & Completeness:

a) In general, the interpreter's translation conveys the meaning of the source text, but there are some misinterpretations and inaccuracies. Another example is “Avrupa ve Güney Afrika'da... Avrupa Birliği... Avrupa'da ve Güney Amerika'da en çok kazanmıştır.” which is a confusing and inaccurate representation of the source text. The source text states that only teams from Europe and South America have won the tournament, but the interpreter's translation mentions Europe and South Africa, and also brings up the European Union, which is not relevant to the source text.

b) There are several omissions and deviations in the interpreter's translation. Some examples include:

- The interpreter did not mention the fact that the FIFA World Cup is the most widely viewed sporting event.
- The interpreter omitted the specific number of titles won by Argentina, France, and Uruguay, as well as the fact that England and Spain have won the tournament once each.
- The interpreter did not mention the specific years and achievements of the African Federation teams (Cameroon, Ghana, and Senegal) reaching the quarterfinals.
- The interpreter did not mention the Women's World Cup following the same format as the Men's Tournament, and incorrectly stated that England has won the Women's World Cup twice, while the source text states that Germany has won twice.
- The interpreter did not mention the FIFA Under-20s and Under-17s World Cups being held every two years and allowing the best younger players and national teams to compete against each other by age group.

Cohesion and coherence: The interpreter's translation is generally coherent, but there are some issues with cohesion and fragmentation. For example, the interpreter mentioned "Güney Afrika'da..."
instead of "Güney Amerika'da...". There are also some filled pauses like "...", which disrupt the flow of the interpretation.

Terminology: In general, the interpreter used correct terminology, but there were some inconsistencies and errors. For example, the interpreter mentioned "Güney Afrika'da" instead of "Güney Amerika'da" and "Amerika Birliği" instead of "Avrupa Birliği." Additionally, the interpreter referred to the Women's World Cup as "Kadınların şampiyonası," which is not the exact term for the event.

Disfluency Markers: There are several instances of filled pauses in the interpreter's translation, such as "Avrupa ve Güney Afrika'da...", "Bu prestijli turnuva 3 milyar kişi tarafından izlendiği zaman...", and "Bir çok skandalı imza atılsa da bu turnuvalar yine futbol sevenci tarafından...". These pauses disrupt the flow of the translation and make it less coherent. Additionally, there are repetitions like "Amerika kıtasından katılan ülkeler olarak" "32 takım... 32 takımovskyadıdır." "Avrupa ve Güney Afrika'da... Avrupa Birliği... Avrupa'da ve Güney Amerika'da en çok kazanmıştır." These disfluency markers indicate that the interpreter had difficulties in maintaining a smooth flow during the interpretation.

GPT-4 Evaluation (Interpreter II)

Accuracy, Fidelity & Completeness:

a) In general, the target text conveys the meaning of the source text, but there are some misinterpretations and inaccuracies. Some examples of major inaccuracies are:
   - The interpreter incorrectly states that the first tournament took place in 1910, while the source text says it was in 1930.
   - The interpreter mentions that Argentina has 3 championships, while the source text states that Argentina has 2 championships.
   - The interpreter incorrectly states that the USA's best result was in 2013, while the source text says it was in 1930.
   - The interpreter mentions Kemerun as an African country, which is not mentioned in the source text and is not a real country. The correct countries mentioned in the source text are Cameroon, Ghana, and Senegal.

b) There are some deviations and omissions in the interpreter's translation. Some examples are:
   - The interpreter omits the mention of Italy and Germany having four championships each.
   - The interpreter omits the mention of France and Uruguay having two championships each.
   - The interpreter omits the mention of England and Spain having one championship each.
   - The interpreter omits the mention of South Korea's fourth-place finish in 2002 being the best performance by an Asian nation.
   - The interpreter omits the mention of the Women's World Cup following the same format as the Men's Tournament.
   - The interpreter omits the mention of the FIFA Under-20s and Under-17s World Cups being held every two years.

Overall Rating Score: 6/10

Cohesion and coherence: Overall, the target text is logically connected and coherent, but there are some fragmentation issues and minor errors. For example, the interpreter mentioned the first World Cup took place in 1910, which is incorrect; it was in 1930. Also, the interpreter mentioned Argentina having three titles, while the correct number is two. Despite these errors, the target text still makes sense as a whole and maintains a narrative in Turkish.

Score: 7/10

Terminology: In general, the interpreter used correct and consistent terminology. However, there are some major errors:
   - The interpreter mentioned the first World Cup took place in 1910 instead of 1930.
   - The interpreter mentioned Argentina having three titles instead of two.
   - The interpreter mentioned the USA's best result was in 2013 instead of 1930.
   - The interpreter mentioned Kemerun instead of Cameroon.
   - The interpreter mentioned the best result for African countries was in 2006 instead of the correct information about Cameroon, Ghana, and Senegal reaching the quarterfinals.

Score: 6/10

Disfluency Markers: There are several occurrences of repetitions and filled pauses in the interpreter's performance. Examples include:
   - "Ve ilmiden fazla da türü var." (repetition of "ve")
   - "Sonrasında Almanya ve İtalya takip ediyor onu 4 şampiyonlukla." (repetition of "sonrasında")
- "Sonrasında Kemerungan'a ve Senegal gibi Afrika ülkelerinde de en iyisi 2006 yılında gerçekleşmişti." (repetition of "sonrasında")
- "Sonrasında Avustralya için de durum bu şekilde devam ediyor." (repetition of "sonrasında")
- "Tabii ki erkek futbol turnuvası olan FIFA'daki bu erkek futbol turnuvasına çok fazla ilgi var." (repetition of "erkek futbol turnuvası")

Score: 8/10
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1 Introduction

Since the computer was invented, humans have been, rather illusorily, aiming at Fully Automatic High Quality Machine Translation (FAHQMT) [1]. However, there has not been a model closer to that aim than Neural Machine Translation (NMT), the indisputable state-of-the-art in the field of MT. Its main advancement regarding its predecessors lies on its computational approach and its immensurable potential only limited by computer power and memory [2]. The neural approach to Natural Language Processing (NLP), based on Artificial Neural Networks (ANNs) [3], allows NMT to account for the richness of language through the principle of semantic compositionality and vectorial representation. Thus, NMT systems “build the interpretation of each sentence by combining the individual interpretations of its component words” [4, pp. 141–142].

1.1 Relevant work

Indeed, the wake of new applications of this technology into chatbots, which can be used for translation, may become a threat for some professionals, including translators [5]. There are even voices claiming that NMT systems can produce translations of such a high quality that “[m]ight and should worry some translators … [b]ecause it is close to FAHQMT” [6, p. 201]—so much so, that there have already been declarations of MT reaching human parity [7]. However, these systems are still far away from attaining FAHQMT in the majority of text types, language combinations, and when the source text is not written in a Controlled Language, although this situation is rapidly changing [6]. In fact, while NMT’s general quality is higher than other systems—in terms of fluency, accuracy, but not style—, this is not perceivable in all language pairs and it is negatively affected by sentence length [8; 9; 10]. Errors of any kind, especially critical errors, increase when translating online user-generated content, which is usually colloquial, ungrammatical, and contains emojis and other characters [11].

Still, numerous studies point towards NMT as the highest quality kind of MT in different pair combinations and using different assessment methods in high-to-moderate resource settings [1; 12]. While general NMT quality is indeed higher than Statistical MT [8; 9; 10; 13; 14; 15; 16; 17; 18], most errors tend to be lexical [19], even though NMT produces fewer word order and morphological errors [16]. NMT also outperforms Phrase-Based MT in technical translation quality in the business language, except in the categories of terminology and formatting tags [20; 21; 22; 23]. Post-editing effort is also lower in NMT systems’ output [24; 25]—the most frequent changes are related to word substitutions and word form [24], confirming too NMT’s relative terminological and lexical weakness [26]. This is especially relevant since many texts to be translated using MT belong to specialized domains, where terminology takes a central role [27]. Comparing two free open-source NMT systems, Google Translate and DeepL, when translating Spanish phraseological units both show a similar performance which is weakened when encountering low-frequency expressions [28]. Other studies confirm such results in Portuguese-French, where phraseology, calque and nonsense were the most frequent errors [29].
1.2 Motivation and focus of the study

The purpose of this paper is to test the terminological accuracy of the latest NMT systems in a very specific text type within a specialized discourse: olive oil and wine tasting notes written in Spanish. Tasting notes are usually short texts describing a product’s organoleptic attributes, composed of relatively long sentences and full of lexical and terminological richness [30; 31; 32; 33]. The wider study in which this experiment develops addresses a very common type of user, i.e., professional or technical experts who, in spite of not being able to produce specialized texts in English by themselves, do need to obtain such texts. These users need texts in English as the international lingua franca for a diversity of purposes, ranging from marketing, to labelling, to touristic promotion and education. These factors ultimately determine the international economic performance of sectors as important as the wine and olive oil industries in Spain, in this case. Nevertheless, the ongoing project aims at extrapolating results to other specialized fields where speakers belong to small-medium organizations and need to obtain English texts but do not have the ability to compose such texts on their own nor the means to adopt quality language services.

The relevance of the kind of expert described above is in their lack of ability to identify an inadequate translation. This would not pose a problem if these users’ aim when using MT was gisting-related [3]—but these users know the content of the source text and are translating into a language they do not fully command. An added issue to this profile is the lack of economic means that most multi-national companies can invest in high-quality Language for Specific Purposes (LSP) translations to promote their internationalization. The reality is that these experts cannot possibly post-edit a faulty translation in the way a professional translator would. Rather, they will usually just copy and paste the MT system’s output, or directly integrate a Google Translate plug-in in their website to be able to offer its English version in some way, even if flawed (Fig. 1 below).

![Fig. 1. Examples of resources currently used by these users to translate content into English.](image-url)

This is just an instance showing how experts in this kind of small specialized domain take NMT as FAHQMT, even though translation professionals and English-speaking members of the discourse community would identify possible errors in the text [34]. While errors most frequently result in unnatural expressions unrecognizable for the target discourse community, they may also reach the extent of impeding successful
communication. Unfortunately, this may have serious consequences for companies individually but also for the sector as a whole [35; 36].

In this sense, few works have examined NMT in specialized contexts, with the exception of some works on political [37; 38] and biomedical discourse [39], which do not focus on terminology from a user perspective. However, those are very different from the LSP and text genre we are concerned with, which belongs to the tasting domain, a highly subjective field whose most representative text type is the tasting note. Tasting notes (TNs) may indeed be viewed as suitable candidates for FAHQMT given their short length and the frequency of agricultural and plant-related language in general NMT systems’ training data. Presumably, it would be easier to translate expressions such as “notas de plátano” [banana notes] or “hierba recién cortada en nariz” [freshly cut grass on the nose] than terms from other more innovative and technology-related fields, such as “apertura de la barrera hematoencefálica mediante ultrasonido focalizado” [focused ultrasound blood-brain barrier disruption]. Hence, the tasting domain will serve to test NMT systems’ terminological performance in LSPs which may not be extremely recent, technological or ubiquitous around the globe, but which certainly play a central role in countries’ economies and will add to our understanding of how terminology is handled by NMT systems.

2 Methodology

2.1 Dataset

The dataset used consists of samples from olive oil and wine TNs Spanish corpora compiled for other related projects within the ACTRES research group [40]. The compilation followed pragmatic criteria: TNs were selected to ensure a representative sample of the language of expert members of the discourse community. TNs published by olive oil presses or wineries were taken from the websites registered to official and institutional sites such as Aceites de Oliva de España [41] and the GOP Ribera de Duero [42]. Samples were chosen randomly into the dataset to be translated using NMT systems. The number of texts selected from the corpus is determined by Biber’s criterion of needing at least 20 samples of 2,000-5,000 words for a dataset to be representative of the register under study [43, p. 261]. This experiment uses 25 samples from each corpus, amounting to a relatively small but specialized dataset of 50 samples (5,122 tokens total): the olive oil TNs sample contains 2,577 tokens (699 types, 737 lemmas), and, the wine TNs sample, 2,545 tokens (789 types, 817 lemmas).

The selection of MT system(s) to be tested is determined by the purpose of each work [44], where mathematical linguists tend to train specific systems, while other more purely linguistic projects focus on commercial systems [18]. This study makes use of Google Translate NMT (GNMT) system [45] and ChatGPT (CGPT-3.5) [46] accessed in April 2023—these systems are free, open and popular, so they could be expected to throw similar results as when real life users use them to translate their Spanish TNs into English. In the case of CGPT-3.5, the prompt “Traduce de español a
2.2 Methods

To test the terminological accuracy of current NMT systems at translating TNs, this paper aims at analyzing translations performed by free, open and popular systems, as part of the project which considers complementary means of human Translation Quality Assessment (TQA) as well as automated metrics. For this purpose, we used our familiarity with the LSP of olive oil and wine tasting in English and our background in translation and linguistics to perform the human evaluation of the target texts from both NMT systems. Hence, there were two annotators in this experiment, where inter-annotator agreement was calculated through Cohen’s Kappa with a result of $K = 0.7242$, indicating substantial agreement.

This TQA was performed through the Multidimensional Quality Metrics (MQM) framework, developed to provide a comprehensive and standardized quality assessment model [36]. It comprises a set of 182 issue types hierarchically organized into dimensions; not all of the types are to be covered in the assessment of a translation—rather, they are to be used to ensure that said translation “meets specifications” [47, p. 119]. In other words, the MQM proposes a functionalist framework where the translation’s purpose in context plays a central role in how its quality should be assessed [48]. While the broader project on which this work-in-progress paper is based covers more MQM aspects, only a limited set of issues are reported here.

The terminology dimension of the MQM “relate[s] to the use of domain- or organization-specific terminology” and is made up of three possible kinds of issues: inconsistency with termbase, with domain, or inconsistent use of terminology along the text [49]. Our analysis focuses on terminological inconsistency with domain, since there is not a specific termbase that standardizes tasting terminology. Hence, a term was flagged in a translation when it “is used contrary to general domain expectations” [49]. Nevertheless, a forthcoming terminological and phraseological glossary we developed for related projects was consulted for guidance when necessary. In addition and for the sake of accounting for terminological accuracy comprehensively, the issue “mistranslation” within the “accuracy” dimension (i.e., “does not accurately represent the source content” [49]) was also considered when terminology was affected. Untranslated expressions were noted as well.

To quantify the extent of the issues detected through the selected parameters, the MQM provides four severity levels: critical errors, where a translation is unfit for its purpose, involving legal, safety or usability consequences; major errors, which “make the intended meaning of the text unclear …[and] the user cannot recover the meaning” [47, p. 120]; minor errors, without an impact on usability; and null level (changes that are not errors) [47]. Since tasting notes hardly ever entail critical danger, level 1 is excluded from the analysis, as well as level 4, since we are concerned with errors per se.
3 Results and discussion

After following the MQM to examine the 50 samples and their translations, the analysis revealed that samples translated by CGPT-3.5 yield 21.57% fewer errors, mistranslations and untranslated elements of the tasting LSP than GNMT.

Results seem to show CGPT-3.5 used as a translator outperforms GNMT in terms of general terminological accuracy when working with TNs from Spanish into English. Most errors belong to the terminological issue type, i.e., translations that could work outside the specific domain in question. In many cases, both systems overlooked domain-specific terminology and used other general language equivalents instead:

1. Source text: … un vino de capa alta, de gran brillantez, …
   
   GNMT: … a wine with a high robe, of great *brilliance, …
   
   Source text: … el aceite presenta un aspecto brillante.
   
   CGPT-3.5: … the oil has a *shiny appearance.

   Other common terminological errors found in the translations include “capa,” translated as “layer” and not as “robe” in most of the cases by both systems; “entrada” as “entrance” and not “entry”; “paso” and “recorrido” often translated as “step”, “passage” and “journey” instead of “mid palate”; “recuerdos” as “memories” or “reminders” and not as “hints,” “notes,” or even “reminiscences”; or the color descriptor “teja” translated as “tile” instead of “brick”; which CGPT-3.5 used interchangeably.

   Tasting verbs were also not correctly translated, such as “ofrecer” or “regular” being translated as “give” instead of “offer”, or progressive expressions such as “apreciándose” being literally translated as “appreciating”. Other mistranslations include “aceituna de pre-envero” translated as “pre-veraision olive” (GNMT) or “olive in pre-winter” (CGPT-3.5) and not “green olive”. Untranslated expressions were recurrently “alloza” [green almond] and “bodega” [cellar, winery, vineyard].

   However, CGPT-3.5 was slightly more accurate than GNMT:

      
      GNMT: The *itch is slight but it is noticeable.
      
      CGPT-3.5: The pungency is light but noticeable.

   Other instances where only CGPT-3.5 was able to find the correct tasting term include simple agrarian terms such as “tomatera”, translated as “tomato plant” by CGPT-3.5 but as “tomato” by GNMT, which also output “nariz voluminosa” as “bulky nose”; or “zumo cordobés [from Córdoba, Spain]” as “Cordovan juice”. Similarly, CGPT-3.5 was able to correctly translate the verbs “finalizar, terminar” as “finish” and not “end”.

---

Table 1. Terminological issues detected through the selected MQM parameters

<table>
<thead>
<tr>
<th>MT system</th>
<th>Terminological inconsistency with domain</th>
<th>Mistranslated expressions</th>
<th>Untranslated expressions</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNMT</td>
<td>23</td>
<td>50</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>CGPT-3.5</td>
<td>14</td>
<td>45</td>
<td>1</td>
<td>8</td>
</tr>
</tbody>
</table>
Yet, particularly note-worthy are GNMT’s incorrect translations of “vista” [appearance] as “sight” and “view”, and, “nota de cata” [tasting note], as “Cata’s note”.

Not only did CGPT-3.5 produce translations with fewer errors as a whole—it also output more texts free of any terminological errors, with a 38.89% difference from GNMT texts:

<table>
<thead>
<tr>
<th>MT system</th>
<th>Number of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
</tr>
<tr>
<td>GNMT</td>
<td>7</td>
</tr>
<tr>
<td>CGPT-3.5</td>
<td>18</td>
</tr>
</tbody>
</table>

Still, even though 36% of the samples translated by CGPT-3.5 were error-free in contrast to the 14% of the texts by GNMT, this does not mean that they are ready to be regarded as acceptable. It is worth taking a closer look at one of the translations where no terminological issues were detected by GNMT (example 3) and CGPT-3.5 (example 4):

3. Very greenish yellow color. The nose is intense, complex, fresh grass, tomato plant, artichoke hints and a touch of dried fruit. On the palate it is dense, fruity, of good intensity, spicy, clean, with a vegetal touch, well-balanced sweet sensations and good length.

4. Wine with an intense cherry red color and soft violet notes, which indicates its aging with bright terracotta and amber edges. A nose of great subtlety with aromas of ripe fruit well combined with the aging in wood, leading us to special aromas (vanilla, cinnamon) to the stimulating aroma of coffee or toasted notes. Very meaty on the palate, with a long finish and balanced acidity.

These are accurate translations terminologically speaking, but both the fluency and some grammatical structures are questionable to different extents. For instances, in example 3, the main verb “is” is used to embed a series of phrases into an enumeration that results rather unnatural in English; while, in example 4, the first two sentences become so long—which is completely natural in Spanish—that even grammatical mistakes can be spotted (“lead from X to Y”, and not “lead to X to Y”). In this sense, there is ample room for improvement in most terminologically accurate translations, as well as in those with errors, in terms of fluency. In other words, even though NMT’s output sounds surprisingly more natural than previous systems’, these outputs prove how there are still robotic transfers of grammatical patterns into the target language that prevent them from being acceptable within the target discourse community. Besides, issues such as consistency are worth a more detailed analysis, since most errors were frequently, but not always present in both of the systems’ output.

4 Conclusion

This work-in-progress paper has focused on how the latest and most popular free and open MT systems treat terminology within the specialized field of tasting, which differs from other more pervasive, technological and more objective domains. This
rendered a sample of olive oil and wine tasting notes a rich and interesting ground for research in this regard—many human activities and sectors use specialized languages which are often too small, subjective or intermingled with general language for MT systems to be able to correctly translate them, even in two of the largest languages in the world. Our MQM-based, terminology-focused analysis has proved the enormous potential of these systems while revealing terminology is not the greatest strength of neural systems. Most importantly, results show a better performance by CGPT-3.5 used as a translator than GNMT terminology-wise.

Still, none of these systems outputs texts that are acceptable for the user who does not have the training, linguistic or economic means necessary. The wider project in which this work in progress develops overcomes some of the limitations of the present paper, and is currently looking at other aspects of the MQM, as well as applying automatic TQA metrics in order to obtain a complete picture of the behavior of these systems. In any case, there is a long way ahead in order to develop tools which can help this kind of user achieve their goal, which may range from finetuned MT systems to complementary tools such as terminological aids that may help them obtain their TNs in English and so promote and internationalize their products, businesses, and cultural assets.
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Abstract. This preliminary study consisted of two experiments. The first aimed to gauge the translation quality obtained from the free-plan version of ChatGPT in comparison with the free versions of DeepL Translator and Google Translate through human evaluation, and the second consisted of using the free-plan version of ChatGPT as an automatic post-editor of raw output from the pay-for-version of DeepL Translator (both monolingual and bilingual full machine translation post-editing). The experiments were limited to a single language pair (from English to Italian) and only one text genre (Wikipedia articles). In the first experiment, DeepL Translator was judged to have performed best, Google Translate came second, and ChatGPT, last. In the second experiment, the free-plan version of ChatGPT equalled average human translation (HT) levels of lexical variety in automatic monolingual machine translation post-editing (MTPE) and exceeded average HT lexical variety levels in automatic bilingual MTPE. However, only one MT marker was considered, and the results of the post-editing were not quality-assessed for other features of MTPE that distinguish it from HT. It would therefore be unadvisable to generalize these findings at present. The author intends to carry out new translation experiments during the next academic year with ChatGPT Plus, instead of the free-plan version, both as an MT engine and as an automatic post-editor. The plan is to continue to evaluate the results manually and not automatically.

Keywords: machine translation post-editing, human machine translation output evaluation, DeepL Translator, Google Translate, ChatGPT, automatic post-editing

1 Introduction

Although ChatGPT has only been available to the public since the end of November last year, some evaluation studies have already been carried out on the chatbot’s ability to translate between natural languages, including Turkish, Romanian, Chinese, English and German [5, 6 and 7]. However, to the best of the author’s knowledge, all of these
have so far used automatic metrics for raw output quality evaluation. Moreover, the author is unaware of any attempts to use ChatGPT as an automatic post-editor of machine translation (MT) output from other MT engines.

This preliminary study consisted of two experiments. The first aimed to gauge the translation quality obtained from ChatGPT in comparison with DeepL Translator and Google Translate, and the second attempted to use ChatGPT as an automatic post-editor of raw output from the pay-for version of DeepL Translator, examining both monolingual and bilingual full MT post-editing (MTPE).

The results were analysed to assess how to proceed with a new series of further-reaching experiments.

2 Design and methods

2.1 First experiment

Seven post-graduate students of translation (IULM University, Milan) comparatively assessed the raw output from the free-plan version of ChatGPT, based on the GPT-3.5 architecture, and the free versions of DeepL Translator and Google Translate. Three short extracts from the biographies of heterogeneous celebrities (Yehoshua Bar-Hillel [313 words], G. H. MacDermott [342 words] and Michael Jackson [358 words]) were taken from the English language version of Wikipedia and machine-translated into Italian on 6 April 2023. The three outputs were then segmented in Raw Output Evaluator\(^1\) and presented to the students, who simply assessed the three translations as best, second best and worst on a segment-by-segment basis (ties were allowed). A score was then calculated by assigning three points for each segment regarded as best, two points for second best and one point for worst. This simple ranking technique was chosen both for its speed and because the students had not yet received any training on the use of analytic metrics.

Wikipedia articles were used since they are likely to be less challenging for a machine translation system than classic works of literature but more problematic than the boilerplate-style texts that are normally considered to lend themselves best to machine translation.

The simple prompt used to generate the translation in ChatGPT was “Please translate the following text into Italian”, followed by a line break and then the source text.

2.2 Second experiment

A short extract from an English-language Wikipedia entry on Slovakia was taken for the second experiment (262 words). This text was chosen since it contained the bigram there are four times. This was the first short extract that contained at least four examples of the chosen n-gram in the space of approximately 250 words that the author came across while searching randomly through Wikipedia. Again, a Wikipedia entry was chosen in order to pose a medium-level challenge.

\(^1\) www.intelliwebsearch.com/raw-output-evaluator
The bigram *there are* had been identified in a previous experiment carried out between 2017 and 2018 as among the best MT markers, that is n-grams that were translated with a highly statistically significantly greater number of correct translation solutions in human translation (HT) than in MTPE [2]. In the 2017/18 experiment, the frequency with which *there are* was translated into Italian with *ci sono* was successfully used to distinguish MTPE from human translation.

The aim of the second experiment was therefore to see if ChatGPT was able to post-edit MT output automatically and reduce the lexical impoverishment that has been observed to ensue from human post-editing [2 and 8]. Lexical uniformity is not a positive feature in texts that need to be engaging and intellectually stimulating, such as in the fields of marketing, advertising, literature, journalism, education, entertainment, and creative writing in general.

First, the author checked if the free-plan version of ChatGPT could be prompted to produce raw output in which the chosen MT marker occurred with a frequency that was in keeping with its frequency in HT. The prompt used was “Please translate the text below into Italian, keeping in mind that lexical variety is required for a human-quality final text.” This was followed by a line break and then “Here is the text in original language:”. After that, there was another line break, followed by the English language version of the Slovakia text.

Next the author asked ChatGPT to do automatic bilingual post-editing of raw output obtained from DeepL Translator. This MT engine was chosen because, in a recent survey among professional translators [4], the MT system most used by the respondents who declared that they use MT at some point in their workflow turned out to be DeepL Translator (183 users). Its nearest rival Google Translate was only chosen by just over half that number (93 users). Moreover, the majority of DeepL Translator users surveyed stated that they use the pay-for version (102).

The prompt used was “Please post-edit the text below, which was machine-translated into Italian, keeping in mind that lexical variety is required for a human-quality final text.” This was followed by a line break and then “Here is the text in original language:”. After that, there was another line break, followed by the English language version of the Slovakia text. This was then followed by “Here is the text to post-edit!”, a line break and then the raw output from the pay-for version of DeepL Translator.

Lastly the author asked ChatGPT to do automatic monolingual MTPE. The prompt used was “Please post-edit the text below, which was machine-translated into Italian, keeping in mind that lexical variety is required for a human-quality final text.” This was followed by a line break and then the same raw output as used before.

To establish the normal average frequency of the most chosen translation solution in HT for the MT marker *there are*, the same text on Slovakia was translated into Italian by 18 post-graduate students of translation [1]. The most frequent translation solution, *ci sono*, occurred 50% of the time. This solution occurred in the DeepL machine translated text three times out of four (75%). So, a human post-editor would tend to be primed to use this solution with a higher than natural frequency.
3 Results

3.1 First experiment
Deepl Translator was assessed to have performed best with a total score of 279 points, Google Translate came second with 239 points, and ChatGPT, last with 186 points. This preliminary result cannot however be generalized since it concerns only one language pair (English to Italian) and one text genre.

3.2 Second experiment
In the first part of the second experiment, ChatGPT was prompted to produce raw output in which lexical variety was required for a human-quality final text. However, ChatGPT failed to deliver: the MT marker *there are* was translated with the bigram *ci sono* four times out of four (100%), which is twice the previously measured average natural HT frequency in this text (50%).

ChatGPT was then asked to do automatic bilingual post-editing of raw output obtained from the pay-for version of Deepl Translator. This time, ChatGPT left the bigram *ci sono* as the translation of the MT marker *there are* only once despite being primed by the raw output with three occurrences. In other words, in the case of this specific MT marker and this specific text, ChatGPT produced greater lexical variety than the students did on average.

Lastly, ChatGPT was asked to do automatic monolingual post-editing of the same raw output. The result was two occurrences of the bigram *ci sono*. Therefore, ChatGPT reached human parity as far as the chosen MT marker is concerned in this particular monolingual post-editing.

4 Conclusion
Wenxiang Jiao et al. [6] report that the ChatGPT Plus version, based on GPT-4 architecture, scores higher than the free-plan version in automatic MT raw output evaluation metrics. Consequently, the planned future experiments will be carried out using ChatGPT Plus, and not the free-plan version.

Another limitation of the first experiment was that the evaluators knew which MT engine had been used to produce the raw output they were evaluating. Although it is unlikely that they expressed biased opinions on the basis of this knowledge, the future experiments will be carried out blind.

The prompt used to ask ChatGPT to translate the text in the first experiment does not take advantage of ChatGPT’s ability to emulate different styles [7]. Better results may have been achieved with a prompt like “Please translate the following text into Italian in the style of a Wikipedia entry” or by providing information about the source text and purpose of the translation.

Seven human evaluators is a small number, which will be increased in the planned future experiments to reduce subjective biases. However, the author will in any case be limited by the size of the class for all experiments, which is unlikely to be much in
excess of forty students. Another limitation that cannot be overcome is the language pair (English to Italian). Academic time constraints will also limit the length and number of texts that may be analysed and the complexity of the analysis metrics.

In the first part of the second experiment, ChatGPT was prompted to produce raw output with human-like lexical variety. However, it failed to do so, at least in the case of the test MT marker chosen. Again, the result may have been different if ChatGPT Plus had been used. The same experiment should also be repeated on more than one text.

The most remarkable results were seen when ChatGPT was asked to post-edit raw output from the pay-for version of DeepL Translator. In the case of the specific MT marker considered and with the particular text chosen, ChatGPT reached average human-level lexical variety in monolingual MTPE and exceeded it in bilingual MTPE.

It is a little unfair to tell ChatGPT to consider lexical variety and not give the same instruction to the human post-editors. In future experiments, it might be interesting to divide the human post-editors into two groups and ask half of them to bear lexical variety in mind.

The automatic post-editing output produced by ChatGPT also needs to be evaluated to see to what extent a further stage of human post-editing is required. Again, future experiments will be carried out with ChatGPT Plus.

Interestingly, the author has recently received an offer from a language service provider, based in Hong Kong, that specifically offers human-post-edited ChatGPT MT output as a service. The author intends to carry out the new translation experiments with ChatGPT Plus as an MT engine and as an automatic post-editor during the next academic year. The plan is to continue to evaluate the results manually and not automatically.
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Abstract. Recently, ChatGPT has shown promising results for Machine Translation (MT). However, how to apply ChatGPT for Automatic Post-Editing (APE) remains as an open question. In this paper, we propose a novel zero-shot APE method by leveraging ChatGPT and Multilingual Knowledge Graph (MKG). In this method, we use MKG to find incorrectly translated entities, and then generate APE prompts for ChatGPT with these entities and their correct translations provided in MKG, aiming to have ChatGPT automatically correct the mistranslations. To evaluate our method, we construct two test datasets from WMT19 English-Chinese (En-Zh) and English-German (En-De) news translation shared task. Preliminary experimental results demonstrate that our APE method improves the translation accuracy of entities significantly (+29.1% and +7.3% absolute points for En-Zh and En-De respectively) and achieves a 4.2 BLEU improvement on the En-Zh dataset, showing that our method is effective. However, there is a 7.3 BLEU drop on the En-De dataset, for which we will conduct further research.
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1 Introduction

Machine Translation (MT) is widely employed in industrial translation workflows, which is an intermediate step, i.e., generates a raw translation of a given source sentence or document. It is generally followed by a Post-Editing (PE) step to ensure that the quality of the final translation meets required quality standards. Automatic Post-Editing (APE) [20, 2] is an area of research that aims at exploring methods that apply automatic editing operations on an MT output to produce a better translation, thereby reducing human efforts in the translation workflow. A wide range of methods have been proposed for APE, from rule-based approaches [8, 2] to deep learning techniques [7, 25, 1].
Recently, the emergence of ChatGPT\textsuperscript{1} has brought remarkable influence on Natural Language Processing (NLP) tasks. ChatGPT is an intelligent chatting machine developed by OpenAI based on InstructGPT [14]. ChatGPT is built upon GPT-3.5 and GPT-4 families of Large Language Models (LLMs) and has been fine-tuned using both supervised and reinforcement learning techniques. ChatGPT possesses diverse abilities of NLP, such as question answering, dialogue generation, code debugging, generation evaluation, and MT [18, 29, 23, 9, 10, 6, 5, 16]. To the best of our knowledge, there is little research on how to apply ChatGPT for APE, although ChatGPT has shown competitive results with commercial translation products (e.g., Google Translator and Microsoft Translator) [6, 5, 16].

During translation, entities in a sentence play an important role, and their correct translation can heavily affect the whole translation quality of this sentence. Due to the importance of entities, various methods are proposed to improve their translation or perform Quality Estimation (QE) with Knowledge Graph (KG) [19, 11, 13, 27, 28, 26, 4, 24]. However, to the best of our knowledge, none of these works are for APE.

In this paper, we propose a novel zero-shot APE method by leveraging ChatGPT and Multilingual Knowledge Graph (MKG). First, we find the incorrectly translated entities in source sentences by MKG. Second, we generate APE prompts for ChatGPT with these entities and their correct translations provided in MKG. Finally, we request ChatGPT to output APE results based on our prompts. Since no APE training data is used, our APE method is zero-shot, which is different from the above mentioned methods in the APE field. To evaluate this method, we conduct preliminary experiments on two language pair (En-Zh and En-De) datasets from WMT19 news translation shared task [12]. Experimental results show that APE method significantly improves the translation accuracy of entities on the two datasets (+29.1% and +7.3% absolute points for En-Zh and En-De respectively). Meanwhile, our APE method achieves a 4.2 BLEU improvement on the En-Zh dataset but a 7.2 BLEU drop on the En-De dataset. This suggests further research is needed.

The main contributions of this paper are as follows:

- To the best of our knowledge, we are the first to propose a novel zero-shot APE method by leveraging ChatGPT and MKG.
- Preliminary experimental results show that our APE method is very effective to improve the translation accuracy of entities.

2 Related Work

2.1 APE

APE can be seen as a monolingual translation task [21], and the same MT technology can be used to develop APE systems. Unlike MT, where the system

\textsuperscript{1} https://chat.openai.com
learns bilingual translations from source and target pairs \((\text{src}, \text{tgt})\), APE learns to correct errors from MT text and human PEs \((\text{mt}, \text{pe})\) or from triplets \((\text{src}, \text{mt}, \text{pe})\) to leverage the source context too. Most of the current state-of-the-art (SOTA) APE systems are built using triplets \([20, 2]\).

The development of APE has gone through rule-based paradigm, phrase-based paradigm to neural paradigm \([3]\). Rule-based systems generally have precise PE rules as they are manually written. However, these hand-crafted rules are insufficient to capture all possible scenarios. Phrase-based technology has been used in most work since the beginning of APE. It provides faster training and decoding capabilities and can learn efficiently from small datasets. Neural technology has emerged as a stronger alternative to phrase-based methods, achieving SOTA performance in APE. However, since current APE systems use the same network architecture as MT Transformer \([22]\), much less training data is used, so the improvement of the current SOTA APE systems on the basis of MT is not significant enough \([20, 2]\).

Different from the current APE systems, ChatGPT adopts a different network architecture from MT and uses large-scale massive training data, so it is likely to have a better effect for APE.

### 2.2 Knowledge Graph for MT

With the help of KG, Shi et al. built and formulated a semantic space to connect the source and target languages, applied it to the sequence-to-sequence framework, and proposed a Knowledge-Based Semantic Embedding method \([19]\). Lu et al. utilized the entity relations in KG as constraints to enhance the connections between the source words and their translations \([11]\). Under the hypothesis that KG could enhance the semantic feature extraction of neural models, Moussallem et al. proposed two strategies for incorporating KG into neural models without modifying the neural network architectures \([13]\). Zhao et al. not only proposed a multi-task learning method on sub-entity granularity for MT task and knowledge reasoning task \([27]\), but also designed a novel KG enhanced Neural Machine Translation (NMT) method (i.e., transforming the source and target KGs into a unified semantic space) \([28]\). To apply the entity pairs of MKG, Zhang et al. proposed a data augmentation strategy for NMT \([26]\).

In a word, all the above approaches are about how to introduce KG into neural networks for MT, not for APE. In this paper, we utilize MKG to generate APE prompts for ChatGPT.

### 2.3 ChatGPT for MT

With ChatGPT showing remarkable capabilities in various NLP tasks, research on ChatGPT for MT has sprung up \([6, 5, 16]\).

Jiao et al. provided a preliminary evaluation of ChatGPT for MT, including translation prompt, multilingual translation, and translation robustness \([6]\).
Hendy et al. presented a comprehensive evaluation of ChatGPT for MT, covering various aspects such as quality of ChatGPT in comparison with state-of-the-art research and commercial systems, effect of prompting strategies, robustness towards domain shifts and document-level translation [5]. These studies show that ChatGPT does not perform as well as commercial translation products on low-resource languages or specific domains. Peng et al. proposed two simple yet effective prompts (task-specific and domain-specific prompts) to mitigate these issues [16].

The above works discuss the translation ability of ChatGPT, but do not involve its APE ability. In this paper, we conduct a preliminary study on the APE capability of ChatGPT.

### 3 Method

Source: In the aftermath of the Lombok earthquake, for instance, foreign nongovernmental organizations were told they were not needed.

MT: 例如，在洛姆博克地震发生后，外国非政府组织被告知不需要这些组织

REF: 龙目岛地震之后，国外非政府组织等机构被告知不需要他们的帮助。

Incorrectly translated entities in source sentence: Lombok

Correct translation for these entities:  <Lombok, 龙目岛, en-zh>

Based on the following translations for these entities:

Lombok: 龙目岛

Without modifying other words, optimize the translation (Sentence 2) of the given sentence (Sentence 1): Sentence 1: In the aftermath of the Lombok earthquake, for instance, foreign nongovernmental organizations were told they were not needed.

Sentence 2: 例如，在洛姆博克地震发生后，外国非政府组织被告知不需要这些组织。

Sentence 2：例如，在龙目岛地震发生后，外国非政府组织被告知不需要这些组织。

Step 1. Find incorrectly translated entries based on MKG.

Step 2. Generate APE prompts for ChatGPT.

Step 3. Request ChatGPT to output APE results.

Fig. 1. An En-Zh example for the pipeline of our APE method, where the entity “Lombok” in the source sentence should be translated to “龙目岛” but is wrongly translated to “洛姆博克” in MT.
The pipeline of our APE method by leveraging ChatGPT and MKG is illustrated in Fig. 1, which consists of three steps. In this paper, MKG is composed of triplets as $<\text{source entity}, \text{target entity}, \text{language pair}>$. For example, the triplet “<Lombok, 龙目岛, en-zh>” in Fig. 1 indicates the Chinese translation of English entity Lombok is Chinese entity 龙目岛. Details of the three steps are described as follow.

In Step 1, given the source sentence and its translation, we first find all the entities in the source sentence, which are contained in the source entities of MKG. In Fig. 1, the entity “Lombok” is found. Then we check whether the correct translations of these entities appear in the translation. If not, the corresponding triplets of these entities in the MKG is outputted. In Fig. 1, the correct translation “龙目岛” of entity “Lombok” does not appear in the translation, so the triplet “<Lombok, 龙目岛, en-zh>” is outputted for Step 2. It should be noted that the APE process will be terminated if the output of Step 1 is empty (i.e., the entities in the source sentence are all correctly translated in its translation according to MKG).

In Step 2, we generate APE prompts for ChatGPT based on the triplets outputted in Step 1. As shown in Fig. 1, the APE prompts contain the fixed content (in bold), the triplets, and the source sentence and its translation.

In Step 3, we request ChatGPT to output the APE results with the prompts generated in Step 2. In Fig. 1, the APE result from ChatGPT successfully fixes the mistranslation of the entity “Lombok”.

4 Experiments

4.1 Experimental Settings

We provide a brief description of the experiment settings, which mainly include the used models, test datasets, MKG and evaluation metrics.

**Models** The gpt-3.5-turbo model which powers the ChatGPT is used in our APE method.

**Data** To evaluate the APE method, we construct two test datasets from WMT19 news translation shared task [12], where the two best system translations (KSAI and Facebook-FAIR) on the En-Zh and En-De language pairs are selected. The MKG is built on the entity annotation results of source sentences and reference sentences in WMT19 [4], which contains 4,726 and 4,115 triplets for En-Zh and En-De respectively. Since there are no entity translation errors in the translations of sentences, we filter these sentences from the two selected datasets (1,624 out of 1,997 sentences for En-Zh, and 1,704 out of 1,997 sentences for En-De), and finally the sizes of the two constructed test datasets are 375 for En-Zh and 295 for En-De respectively, which indicates less than 20% of sentences having entity translation errors. In this section, we try to correct the entity translation errors in these sentences via our APE method.
Table 1. Results of the APE method on the En-Zh and En-De datasets from WMT19.

<table>
<thead>
<tr>
<th>System</th>
<th>En⇒Zh BLEU</th>
<th>En⇒Zh ACC</th>
<th>En⇒De BLEU</th>
<th>En⇒De ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMT19 Best MT</td>
<td>32.78</td>
<td>0.523</td>
<td>33.45</td>
<td>0.634</td>
</tr>
<tr>
<td>APE (MKG+ChatGPT)</td>
<td><strong>36.98</strong></td>
<td><strong>0.814</strong></td>
<td>26.25</td>
<td><strong>0.707</strong></td>
</tr>
</tbody>
</table>

Table 2. Results of MT by ChatGPT on the En-Zh and En-De datasets from WMT19.

<table>
<thead>
<tr>
<th>System</th>
<th>En⇒Zh BLEU</th>
<th>En⇒Zh ACC</th>
<th>En⇒De BLEU</th>
<th>En⇒De ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMT19 Best MT</td>
<td>32.78</td>
<td>0.523</td>
<td>33.45</td>
<td>0.634</td>
</tr>
<tr>
<td>MT (ChatGPT)</td>
<td><strong>33.94</strong></td>
<td><strong>0.657</strong></td>
<td>32.70</td>
<td><strong>0.625</strong></td>
</tr>
</tbody>
</table>

Table 3. Two Cases of the APE method from the En-Zh test dataset.

<table>
<thead>
<tr>
<th>ID</th>
<th>Src</th>
<th>MT</th>
<th>Entities</th>
<th>APE</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Respiratory irritation continues to be reported in Pinellas, Manatee, Sarasota, Lee, and Collier counties</td>
<td>在皮内拉斯州、马纳提县、萨拉索塔州、李州和科利尔州，仍有呼吸道刺激的报告。</td>
<td>&lt;Manatee,马纳提县, en-zh&gt; &lt;Collier,科利尔州, en-zh&gt;</td>
<td>在皮内拉斯州、马纳提县、萨拉索塔州、李县和科利尔县，仍存呼吸道刺激的报告。</td>
<td>皮内拉斯州、马纳提县、萨拉索塔州、李州和科利尔州的报告显示仍存在呼吸道刺激。</td>
</tr>
<tr>
<td>2</td>
<td>A man has been shot multiple times with an air rifle as he walked home from a night out.</td>
<td>一名男子在晚上外出回家的路上被一支气枪击中多次。</td>
<td>&lt;rifle,步枪, en-zh&gt;</td>
<td>一名男子在晚上外出回家途中，遭气步枪多次射击。</td>
<td>一名男子在晚上外出回家途中遭受气步枪多次射击。</td>
</tr>
</tbody>
</table>

**Metrics** We adopt the commonly used BLEU score [15] as our primary metric, which is calculated by the toolkit SacreBLEU [17]. Additionally, we report the translation accuracy (ACC) of entities in the APE results.

4.2 Experimental Results

Table 1 shows the metric results of our APE method on the two constructed test datasets, where the metric values of the best system translations selected from WMT19 are provided for comparison.

From Table 1, it can be seen that our APE method significantly improves the translation accuracy of entities on the two datasets (+29.1% and +7.3% absolute points for En-Zh and En-De respectively) and the BLEU score of the En-Zh translations from WMT19 by 4.2, which indicates that the APE method is effective. However, the APE method has a drop by 7.2 in BLEU on the En-De
translations from WMT19. This means that our APE method is not robust for En-De translations and further research is needed.

In addition, we report the metric values of translation results by ChatGPT in Table 2, where two translation prompts “Please translate the following sentence into Chinese: <sentence>” and “Please translate the following sentence into German: <sentence>” are used to get the translation results of ChatGPT for En-Zh and En-De respectively. It can be seen that the translations by ChatGPT are competitive with the best MT results from WMT19 (1.16 BLEU higher on En-Zh, and 0.75 BLEU lower on En-De). And the translation accuracy of entities on En-Zh is significantly higher, possibly due to the massive training corpus for ChatGPT.

4.3 Case Studies

In this section, we provide two cases of the APE method on the En-Zh test dataset as illustrated in Table 3, where the “Entities” column denotes the incorrectly translated entities in \( \text{Src} \) and their correct translations in MKG. These entities and their translations are highlighted in different colors in \( \text{Src, MT, APE and Ref} \).

From Case 1, it can be seen that the two mistranslated entities “Manatee” and “Collier” are correctly translated by our APE method. However, the mistranslated entities “Pinellas” and “Lee”, which are not covered in MKG, are not fixed. This suggests that the coverage of MKG is extremely important for our APE method.

From Case 2, although the APE method correctly fixes the mistranslated entity “rifle”, it causes a missing translation problem, i.e., the translation of word “air” is missed in APE. This suggests that the APE method is not robust enough and further research is needed.

5 Conclusion

In this paper, a novel zero-shot APE method is proposed by leveraging ChatGPT and MKG. With incorrectly translated entities extracted based on MKG, APE prompts are generated, and ChatGPT is requested to output the APE results by following the prompts. Two datasets (En-Zh and En-De) are constructed from WMT19 for experiments. Experimental results demonstrate that the APE method gets a 4.2 BLEU improvement on the En-Zh dataset but a 7.2 BLEU drop on the En-De dataset, although the translation accuracy of entities on both datasets is significantly improved (+29.1% and +7.3% absolute points of ACC for En-Zh and En-De respectively). This suggests that the APE method is not robust enough and further research is needed.
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Abstract. The central claim of Martin Kay’s famous article “The Proper Place of Men and Machines in Language Translation” is that one cannot automate what one does not fully understand – in this case, translation. In light of the impressive quality of the translations produced by current neural machine translation systems (henceforth, NMT), we return to that claim and examine whether it still obtains for NMT, which implements a variety of distributional semantics. Acknowledging the obvious, i.e. that machines clearly do not understand in the same way that humans do, we contend that NMT translations are indeed meaning-based. In support of that contention, we point to the success of certain NMT systems in achieving so-called zero-shot translation between languages where no explicit training data are available to them. We conclude by suggesting that these systems now require us to invert the proper roles of men and machines in language translation.
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1 Introduction

In 1980, Martin Kay, the late, great computational linguist, published his celebrated paper ‘The Proper Place of Men and Machines in Language Translation’. Although the paper is famous today, it should be noted that it was not particularly well received at the time. In particular, it did little to slow or hamper the development of a host of machine translation (henceforth, MT) projects, all of which had as their aim fully automatic, high-quality MT. These included many commercial systems, such as Logos, Systran, METAL and a host of Japanese projects, as well many university or otherwise publicly funded projects like EUROTRA. And while some may have claimed to serve merely as machine aids to human translators, in assuming the full responsibility for the translation process and relying on the human solely to clean up the machine output, they all fell within the purview of Kay’s critique.

‘The Proper Place’ is a remarkable paper for many reasons, not the least of which is the verve and sting of Kay’s prose. To cite just one example:

“There was a long period – for all I know, it is not yet over – in which the following comedy was acted out nightly in the bowels of an American government office with the aim of rendering foreign texts into English. Passages of innocent prose on which it was desired to effect this

1 The paper first appeared as a Xerox research report in 1980 and was later republished in the Machine Translation journal vol. 12 (1997), as well as in the collection Readings in Machine Translation, MIT Press (2003). The page numbers of citations included here are those of the Machine Translation version.
delicate and complex operation were subjected to a process of vivisection at the hands of an uncomprehending electronic monster that transformed them into stammering streams of verbal wreckage. These were then placed into only slightly more gentle hands for repair.” (p. 5)

2 Kay’s Credo

In ‘The Proper Place’, Kay approvingly cites the previous work of Yehoshua Bar-Hillel, who, as far back as the early 1950’s, had convincingly argued for the non-feasibility of fully automatic, high-quality machine translation (coining in the process the well-known acronym FAHQT); see Bar-Hillel [1]. Bar-Hillel’s well-known thought experiment is based on the need to access and reason over unpredictable and potentially infinite amounts of real-world knowledge, even to translate a sentence as innocuous as “the box is in the pen”, a requirement he felt was and would remain absolutely unattainable for a translating machine. However, this did not prevent him from supporting machine translation as an excellent vehicle for fundamental linguistic research. What he deplored was the misguided promise that MT could replace human translators, or even serve to enhance their productivity in the short or medium term.

Kay fully agrees with this position, but the principal argument he advances against FAHQT in ‘The Proper Place’ comes from a different angle – that of a computer scientist. Kay’s explanation for “the stammering streams of verbal wreckage” produced by the MT systems of his day is quite simple: “it happens when the attempt is made to mechanize the non-mechanical or something whose mechanistic substructure science has not yet revealed. In other words, it happens when we attempt to use computers to do something we do not fully understand. History provides no better example of the improper use of computers than machine translation.” (p.4) And later in the paper: “There is a great deal that computer scientists and linguists could contribute to the practical problem of producing translations, but, in their own interests, as well as those of their customers, they should never be asked to provide an engineering solution to a problem they only dimly understand.” (p.5)

What Kay is clearly implying in these statements is that our current understanding of translation, and perhaps more generally, our understanding of how human language works, is very partial and definitely insufficient to allow us to provide coded instructions to a machine on how to translate texts between two natural languages. For many years, in my own classes on translation technology, I used to refer to Kay’s argument in an effort to explain to my students the poor quality of most machine translation output. Simplifying somewhat, what I would tell them was this: you can’t automate what you don’t understand. Or put another way: if you do attempt to automate what you don’t understand – in this case, translation – then this is the kind of output you obtain.

2 In one of his many postings, Kay served as Chair of the Department of Computer Science at the University of California at Irvine.
3 That was then and this is...

2014 is the year that is generally cited as marking the advent of neural machine translation (NMT), the seminal articles often mentioned being Bahdenau et al. [2], Cho et al. [3], and Sutskever et al. [4]. So NMT has been with us for nearly ten years now, and it definitely has continued to improve over that period. Indeed, the best of today’s NMT systems have reached a level that is so impressive that I have no qualms in asserting – and not just for the sake of the argument that follows – that FAHQT has finally been achieved. At first blush, this may sound like an overblown claim, and so we need to carefully consider what it does not entail. It does not mean that today’s NMT systems always generate perfect translations; on the contrary, it is well known that they do occasionally produce translations that are incorrect in one way another, and sometimes bafflingly so. (But then again, what human translator can honestly claim to never making mistakes?) Nor is it to assert that the error-free translations they most often provide cannot be improved by a human revisor. (And again, the same is true for human translators.) Granting these provisos, it must be admitted that the output of today’s best NMT systems bears absolutely no resemblance to the output provided by previous generations of machine translation, even the relatively recent statistical MT systems. NMT translations are almost always grammatically correct and idiomatic; and in most cases, they do convey the essential meaning of the source text being translated. That is precisely the goal that Bar-Hillel established for machine translation when he coined the term FAHQT.

4 Translation and Understanding

Here is another of Kay’s bold quotations from ‘The Proper Place’:

“To translate is to re-express in a second language what has been understood by reading a text. Any purported solution to the problem that does not involve understanding in sense is, at best, ad hoc and therefore subject to the linguistic objections already alluded to.” (p.7)

As argued in the previous section, I will assume that current NMT systems have indeed achieved the long-elusive goal of FAHQT. It then seems to me that one of two conclusions must necessarily follow: either such systems do indeed incorporate the kind of “understanding in sense” that Kay is alluding to in the above paragraph; or if they do not, then Kay’s basic tenet is incorrect, since these systems continue to demonstrate that they can adequately translate what they do not understand.

Let me begin by stating the obvious: understanding is not a simple, monolithic notion that would allow one to unequivocally assert that, yes, NMT systems do understand the texts that they process; or no, they do not. Rather, understanding is a murky, loosely

---

3 In speaking of the best NMT systems, I am referring to those that have been trained on very large quantities of high-quality data. This is the case for English and French, the language pair that I work with. NMT output on language pairs for which the training data is insufficient will necessarily be less good.
defined concept that surely comprises different levels and admits of many different definitions. Take, for example, my own understanding of the artificial neural networks that underpin all NMT systems. For a translator and an old-school linguist⁴ like myself, these systems seem prodigiously complex and are exceedingly difficult to fully grasp. That said, it appears that the vectorized embeddings that play such a central role in NMT can be traced back to the linguistic theory known as distributional semantics, whose central postulate was famously encapsulated by JR Firth as “you shall know a word by the company it keeps”; see Firth [5]. These word embeddings certainly manage to encode a great deal of information, semantic and otherwise, about each lexical unit in the vocabulary, including many (or all?) of the words it tends to cooccur with. From that point in the neural architecture, however, things become rather mysterious for me, as these lexical embeddings are then merged in hidden layers into sentence embeddings and ultimately converted into numerical representations that are projected into an abstract multi-dimensional space.

The overall encoder-decoder architecture of NMT systems is often said to be much simpler than that of the previous generation of statistical MT systems; nevertheless, the inner workings of NMT remain opaque to most users.⁵ What are we to make of these vectorized sentence embeddings produced by the encoder of a neural MT sentence? One possible approach that I personally find helpful refers back to the famous Vauquois triangle, which the French MT pioneer first proposed in 1968; see Vauquois [7].

---

⁴ An old-school computational linguist, moreover, who spent the greater part of his professional career working on machine translation R&D projects.

⁵ Including some of the AI specialists who develop the systems! See Lee et al. [6] for their comments on the ‘hallucinatory’ output of their own NMT system.
In suggesting this schema, Vauquois’ central point was this: the deeper the analysis that an MT system carries out on the source text, the less work its transfer component will have to do. As we progress up the triangle from first-generation direct MT systems, which conduct little or no analysis, to second-generation systems, which perform a syntactico-semantic analysis of the input, the number of necessary transfer operations is found to decrease. At the very tip of the triangle sits something conceived as a universal interlingua. Here, transfer disappears entirely; no transformations whatsoever are required to pass from one language to another. The classical examples often cited are Arabic numerals and chemical formulas: from NaCl, one can directly generate the linguistic expression ‘sodium chloride’ in English, ‘chlorure de sodium’ in French, and so on in other languages, without any further operations required.

Now one might be tempted to consider the vectorized embeddings produced by NMT systems as more elaborate instantiation of this interlingua. And indeed, there are certain AI researchers who make this claim quite explicitly; see, for example Lu et al. [8] and Escolano et al. [9]. The latter propose a multilingual MT systems that uses “multiple encoders and decoders for each language, sharing a common intermediate representation.” The former describe “an attentional neural interlingua that receives language-specific encoder embeddings which are agnostic to the source and target language.” (my emphasis in both cases) On the other hand, in Google’s large-scale work on massively multilingual neural MT (see Arivazhagen et al. [10]), no mention is made of an interlingua. And when Angela Fan, the team leader of Meta’s No Language Left Behind project, is directly asked the question about the status of their system’s intermediate representations, she demurs, recognizing that the promise of multilingual MT has always been “some kind of multilingual space”, but refuses to commit, saying instead that this is still an active area of investigation. (See her Youtube interview [11]; also [15] for a complete description of the NLLB project).

Notice, however, that the Vauquois triangle also includes a level just below the interlingua pinnacle, which is referred to as semantic transfer. Vauquois did not have much to say about this level of representation at the time, but in subsequent decades numerous formalisms have been advanced as candidates for semantic representations, although, as far as I know, few have been proposed within the framework of machine translation as providing the basis for deep linguistic transfer between languages. Here, I would like to (timidly) suggest that the vectorized numerical representations generated by neural machine translation systems are better viewed as constituting the kind of semantic representations that Vauquois had in mind, rather than as instantiations of a universal interlingua. That these vectorized embeddings are (largely) semantic in nature is only to be expected from an approach inspired by distributional semantics. Moreover, they have allowed for some relative success on zero-shot translation, i.e. the ability to

---

6 It is no accident, in other words, that Vauquois’ schema is shaped in the form of a triangle and not as a rectangle, for example.

7 The question posed is incorrectly formulated in terms of Chomsky’s universal grammar, but Angela Fan correctly interprets it to refer to a universal interlingua.

8 One exception that comes to mind is Lexical Functional Grammar, which has been used on a few machine translation projects. With how much success, I cannot say.
produce translations between language pairs for which no explicit training data is available. (Indeed, it is hard to imagine what else except for a semantic representation could possibly allow for translation between languages for which no explicit training data has been employed.) However, unlike the simple interlingual examples cited above, these zero-shot translations are often imperfect, meaning that further transfer operations (of some sort) would be required to transform them into target output that is fully meaning preserving. And that alone, in my view, is sufficient to disqualify them as being interlingual.9

Let us now return to Kay’s basic credo and once again ask the question: Does an NMT systems understand the texts it is attempting to translate? Obviously, it does not achieve the same kind of understanding that human translators have when they translate a sentence. The system has no notion of the objects, processes and events that the words and sentences refer to in the real world, outside the texts. 10 On the other hand, it does not seem to me unreasonable to claim that it does understand something very fundamental about translation. In proposing target sentence y as a translation of source sentence x, the system is implicitly making the claim that it understands the two sentences to mean the same thing. To take one simple example: an MT system needn’t comprehend what a ‘free-falling body’ refers to in the real world in order to know that the term is translated as ‘un corps en chute libre’ in French. Of course, it could be said that all machine translation systems have always been making this same implicit claim. True enough; but only NMT systems have managed to achieve a level of translation success that impels us to take this claim seriously.

We have been arguing that NMT systems do have a certain understanding of the texts they process and that the translations they produce are indeed meaning-based. That this understanding is not the same as that of a human translator is obvious enough,11 but why should this matter? For years, we attempted to program the machine to emulate what we thought was the manner in which human translators operated, with very limited success. It was only when the rule-based, expert system approach was abandoned in favour of applying machine learning techniques to very large corpora of translated text that MT systems slowly began to improve. 12 And it was only when artificial neural networks were applied to that same task that machine translation output began to improve dramatically.

9 It is not sufficient, in other words, that these representations be “agnostic” between the source and target language; they also have to be adequate to directly generate a fully correct translation. For another take on the question, see do Carmo [12], his lecture on certain MT myths. While accepting the interlingual thesis, he is more skeptical of the claims made for zero-shot translation.

10 Piantadosi & Hill [13] convincingly argue that this does not prevent the representations learned by large language models from encoding important semantic information.

11 Alan Melby is another who has argued that MT systems have no understanding of language, but merely “manipulate words mechanically”. See Melby and Kurz [14].

12 The analogy that immediately comes to mind is human flight: it was only when people stopped flapping their arms like birds that human flight finally got off the ground.
That is the upside of the argument; but there is also a downside to the fact that NMT systems do not operate in any way similar to human translators. As mentioned above, the internal operations of these systems are excessively complex and difficult for those who use them to comprehend. For most working translators, an NMT system is very much a black box, one that we are still learning to work with. In previous generations of MT, translators enjoyed a modicum of control which allowed them, for example, to correct a dictionary entry and thereby alter the system’s output. It is not yet clear how or to what extent users can modify the behavior of today’s NMT systems, short of wholesale retraining. And retraining these data-hungry behemoths is no simple matter.

5 The place of the machine, reassigned

The second half of Kay’s ‘Proper Place’ article is devoted to a concrete proposal for what he considers to be a more reasonable way of using computers to help working translators cope with the ever-increasing demand for their services. He calls his proposal a translator’s amanuensis; on Pierre Isabelle’s team at the CITI, we called a very similar project a translator’s workstation. In both cases, what was being proposed was basically a multilingual word processor supplemented with a number of independent programs designed to assist the translator with various ancillary tasks, e.g., file format conversion, a personal glossary, spell checking, etc. Of course, all this sounds elementary today, but it has to be recalled that at the time of Kay’s paper, the first popular personal computer (the IBM PC) had not yet been launched and very few translators had any experience working on a computer at all.

A key feature of Kay’s proposal was its incremental nature:

“I want to advocate a view of the problem in which machines are gradually, almost imperceptibly, allowed to take over certain functions in the overall translation process. First they will take over functions not essentially related to translation. Then, little by little, they will approach translation itself. The keynote will be modesty. At each stage, we will do only what we know we can do reliably. Little steps for little feet!” (p.13)

Given Kay’s negative assessment of machine translation, it is somewhat surprising to find that MT was not entirely banished from his amanuensis. But actually, the real target of Kay’s attack is less machine translation itself that the manner in which these systems were employed at the time and the subordinate role that was left to the human translator. The standard modus operandi corresponded to what Kay colorfully described in the quotation given on the first page above: texts were first processed by the MT system (which invariably ran on a mainframe computer) and then passed on to a translator for correction. In Kay’s amanuensis, on the other hand, it is the translator who firmly sits in the driver’s seat; they are in complete control of the translation process.

13 As opposed to the AI specialists who develop these systems; and even they appear to struggle with the systems’ opacity. See Bau et al. [16] for the description of a study that aims to control the artificial neurons that determine a particular NMT output.

14 On the CITI’s workstation project, see Macklovitch [17].
and may, if so desired, request a machine translation of a portion of text, which they can then accept, post-edit or decide to ignore.

As we mentioned above, MT system output did not substantially improve for many years (if not decades) following the publication of Kay’s article. Hence, it was only natural that this secondary, optional recourse to machine translation which Kay ascribed to MT remain in effect, at least on those projects where translators had a say. Even today, within many translation environment tools that incorporate both translation memory (TM) and machine translation, priority is routinely given to the former over the latter. Concretely, this usually means that if a match for a given segment is found within the TM database, it is the one that is inserted by default into the system’s editor, on the grounds that the translation memory contains human translations, which are assumed to be necessarily superior to those generated by an MT system.

Given the dramatic improvement in the quality of the translations generated by current NMT systems, I am not convinced that this division of labour between MT and TM remains valid today. At the very least, I believe that translators should always have access to the NMT output, alongside the TM output. Nor would I be surprised to learn that in a significant number of cases, translators choose to adopt or post-edit the MT output in preference to that retrieved from the memory.15

Yet, as previously mentioned, even the best NMT systems still occasionally produce erroneous translations, sometimes in the form of omitted content, less often in the form of wildly egregious (but grammatical) output. Because these errors remain by-and-large unpredictable, a qualified human translator will necessarily be required to revise all NMT translations that are either destined for wide dissemination or include content that could compromise security or potentially pose a danger.16 Why not just a proof-reader who is a native speaker of the target language? Because, paradoxically, it is much more difficult to detect the occasional semantic slip-up in the perfectly fluid output of NMT systems than it was to spot the often ungrammatical output that leapt off the page and demanded correction in the output of previous generations of MT. As the adoption of neural MT continues to grow, more and more translators will find themselves recruited to perform this kind of MT revision or, in the case of texts intended for publication, fine-grained MT post-editing. We may or may not like it, but for many of us, I am convinced that this is destined to become our proper place in the translation process in the coming years.

15 Particularly since the discrete segments stored in TM do not take the larger extra-sentential context into account, something that NMT systems are beginning to do. See for example Bawden et al. [18].
16 This point too was made by Kay in ‘The Proper Place’, where he argues against the often evoked statistical defense of MT, stating: “An algorithm that works most of the time is, in fact, of very little use unless there is an automatic way of deciding when it is and when it is not working.” (p.10)
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1 Introduction

Omission is considered a controversial issue in translation research. On the one hand, it is considered as a solution in cases of non-equivalence or implicit conveyance of meaning (Baker, 2011), which has a cohesive function (Abdullatif, 2020). On the other hand, it is regarded as “a translation error where the translator fails to render a necessary element of information from the source text in the target text” (Delisle et al., 1999: 165). Moreover, in some cases, it may be considered as a parameter of censorship (Klimovich, 2016). In some occasions, omission may be considered an accidental mistake and an unintentional error committed by the translator or by the editor (Melamed, 1996: 764). Baker and Saldanha (2009: 4) define omission as “the elimination or implicitation of part of the text”, while other researchers define it as “translation loss” (Dickins et al., 2017) or “zero translation” where parts of the original texts are simply omitted or not included in the target text (Alrumayh, 2021: 1).
One of the most common approaches in translation studies is comparing the original texts with their translation and/or translations to comprehend which techniques have been used and the reason behind choosing them during the translation process. This approach is called close reading (Hayles, 2007; Youdale, 2019). One of the translation techniques which researchers try to focus on and detect in their studies is omission. When conducting comparative literary translation research, detecting omission is very important as it reveals the different preferences of different translators towards the Target Texts (TT) and in some cases, it gives information about their sociocultural and ideological tendencies (Klimovich, 2016).

Omission techniques are also relevant to censorship studies. This is due to the fact that readers can be manipulated by telling them only half-truths (Dimitriu, 2004: 174). Translators submissively avoid “anything that might shock the target audience or run against its shared beliefs” (Dimitriu, 2010: 174) to avoid clashes with dominating target cultural norms (Klimovich, 2015). Some researchers consider intentional omission as a direct strategy of censorship (Klimovich, 2016; Câmara, 2016; Alimen and Kalaycio, 2021) leading in some occasions to a shift in characterisation of the main characters, by trying to offer accessibility and acceptability of the target text in the target culture (Xiaoli, 2019: 204).

Baker and Saldanha (2009: 289) define censorship as “a coercive and forceful act that blocks, manipulates and controls cross-cultural interaction in various ways”. Other authors such as Leonardi (2008: 481) describe it as an “expression of ideology” in a sociocultural context and define it as: “a form of control over the readers which results in the manipulation or rewriting of the source text(s)”. According to Izwaini (2017: 47), the motive of censorship may be imposed by authorities like governments due to religious or sociocultural reasons, or may be practiced by translators themselves to fulfil with and respect the sociocultural value system, or the so called, self-censorship, defined as “an individual ethical struggle between self and context” (Santaemilia, 2008: 221). For this reason, Tymoczko (2000) considers omission as a practise of engagement in translation which implies an activist component.

The translation of Children and Youth Literature (CYL) is also subject to censorship and manipulation. The reason behind that is due to the fact that “both the target culture and society may decide what is wrong and what is acceptable for their children” (Leonardi, 2020: 26-27), and since this kind of literature tends to be orientated towards creating a particular image of childhood within the sociocultural contexts (Oittinen, 2006: 41). That is why CYL is considered an ideal field for censorship related studies (Giugliano and Hernández, 2019: 314), as they belong to both literary and educational field (Shavit, 1994: 11).

In the majority of research carried out until the moment to compare original texts with their translations, researchers do that by reading and manually annotating the original work and its translation and/or translations. This task is time consuming, labour-intensive and in many occasions could lead to the loss of relevant information due to inaccuracy, mainly in long and voluminous texts, such as some literary texts.

For this reason, in this paper, we propose using a combination between the close reading approach and the distant reading approach (Hayles, 2007; Moretti, 2013;
Youdale, 2019) which implies the use of new technologies, such as CAT tools and corpus analysis tools to acquire new insights into more comprehensive results in translation studies. With this objective, we suggest an automatic approach to detecting omissions in literary translated works with the help of the CAT tool Trados Studio 2021. This software was designed to help translators during the translation process by generating reusable Translation Memories (TM) that make translators benefit as much as possible from previous translations (Mitkov, 2022: 367); however, in this case-study, this programme is used to detect omissions techniques implemented by translators at complete segment level. Afterwards, we use sket Engine as the main corpus analysis tool to further understand the manipulation techniques implemented by the translators by comparing two translations of the same OT.

1.1 Computer-Assisted Translation Tools and Literary Research

Traditionally, comparative literary studies have been carried out by manually comparing and annotating source texts and the equivalent translated texts in one or more languages. Despite the existence of a software which promises the automatic detection of omissions in translated texts, such as ADOMIT, which is an algorithm for automatic detection of omissions in translations (Melamed, 1996), very little research have been done to provide information on its use amongst translators and researchers and its efficiency in translation studies and research. Furthermore, this software is outdated and for the best of our knowledge, it is no longer available for its use.

Additionally, in spite of the fact that CAT tools and TMs revolutionised the work of translators in the last three decades (Mitkov, 2022: 364) and redefined translation competence (Zhang and Cai, 2015: 433), their capacity in providing a different perspective and in streamlining the analysis processes in literary translation and research has also been underestimated.

Previous research focused on the use of CAT tools to improve translation processes and above all, to enhance the workflow of translation tasks (Mitkov, 2022: 364). For instance, Youdale and Rothwell (2022) show how some translators use CAT tools to enhance the productivity and workflow of the process of translation of literary texts by using TMs. These authors state that in the last two years, there has been a slight shift in the attitude of some literary translators towards the use of CAT tools (Youdale and Rothwell, 2022: 383). Authors like Alcina (2008: 90) highlight that translation technologies help in making the translator’s job easier, and at the same time, facilitate the research and teaching of translation activities. In a parallel way, other researchers such as Youdale (2019) underline the importance of using CAT tools and corpus analysis to understand new aspects in literary research. Other studies like Horenberg (2019) show the viability of using CAT tools in the phases of pre-analysis of source text as well as in its translation and retranslation; however, she also affirms that very little attempts have been carried out for the moment to find alternative ways to help in modernising literary translation tasks and research. For this reason, more research is still required to open new pathways in the new field of Computer-Assisted Literary Translation (CALT) (Youdale and Rothwell, 2022: 384) and to make the most out of the available resources and software. This type of studies may help in developing
more useful instruments and tools to help translators and researchers in the field of translation in the near future and may be useful to improve studies related to quality assessment in machine translation (Toral & Way, 2018; Mutal et al., 2020) and in improving post-editing of literary texts (Moorkens et al., 2018).

2 Materials and Methods

2.1 Materials

As a case-study, we carried out a comparative research on the epistolary novel, Daddy-Long-Legs and two of its translations into Arabic. Daddy-Long Legs was written originally by the American writer Jean Webster in 1912 and is still considered one of the symbols of the American national identity (Phillips, 1999: 79). This novel is still proving to be an international success until our current days as it is continuously being reedited and retranslated into different languages, and it has been adapted into stage and into screen. Since this novel is still relevant to CYL and popular in many societies and cultures, we consider its study and analysis as relevant in the field of translation and censorship.

Daddy-Long-Legs is classified as a youth literature novel (Guadamillas, 2019: 204; Hermida et al., 2020: 10). It narrates the story of Jerusha Abot (Judy), a girl who was brought up at the orphanage of John Grier Home until she was 18. One of the trustees heard about her talent in writing and promised to finance her studies at college to become a writer, with the condition of receiving a monthly letter from her, describing her advances in her career and education. The trustee did not want to reveal his identity and said that he will never reply to her letters. On the day the trustee left the orphanage, Judy noticed only a glimpse of his shadow in the dark projected on a wall, and she starts calling him mockingly Daddy-Long-Legs, hence the title of the novel. When Judy started her life at college, she not only started writing one letter a month, but she used to send letters on weekly or daily basis describing all the details of her daily life. Through those letters, the educational, cultural, emotional, social and ideological growth of Judy is made tangible and visible. In the last two decades, different studies focused on the psychological and educational analysis of this novel from different points of views (Chang et al. 2010; Fitranti and Wedawati 2021; Guo, 2016) and also some studies analysed the figurative language that lies behind (Ramadhan, 2022). This shows that this novel is still relevant today.

In crosslinguistic and comparative research, previous studies have been carried out to compare Daddy-Long-Legs with its corresponding translations into different languages. For example, Sharifi and Karimnia (2014) analysed the translation of the translated book in comparison to the film dubbing in Persian language, by using the critical discourse analysis approach. Rahbar et al. (2013) identified the ideological content of the novel and study the dimension of censorship in the translations of the novel published in Iran, before and after the Islamic Revolution. Other authors such as Alimen and Kalaycioğlu (2021) compare two translations of the novel into Turkish adapted to children. However, for the best of our knowledge, no studies have been
carried out to analyse any Arabic translations of the novel and none of the studies implemented new technologies to compare results.

For this reason, in this case-study, we compare two translations of *Daddy-Long-Legs* into Arabic: the first translation entitled “أبي طويل الساقين” “أبي طويل الساقين” [Daddy Long Legs⁴] was by Samir Mahfouz Bashir, published by the National Center for Translation in Egypt in 2009. The second translation, entitled “صاحب الظل الطويل” “صاحب الظل الطويل” “صاحب الظل الطويل” was by Buthaina Al-Ibrahim, published by Takween in Kuwait in 2018.

### 2.2 Methods

For the implementation of this case-study, first of all, the three versions of the novel were converted into an editable format, i.e. the original English and the two translations into Arabic. For this reason, we used the character recognition program I2PDF³ which allowed for the conversion of the scanned text into an editable format. The texts then were revised to guarantee the texts were correctly digitalised and legible and that no parts of the texts were lost in the process. Afterwards, the texts were imported into the CAT tool program Trados Studio 2021 with the objective of aligning the translations with the original text in English to create a parallel corpus. The automatic alignment offered by Trados Studio 2021 was revised by adjusting the segments and realigning them when needed. The alignment was applied at sentence and paragraph level. The split segment option was used when part of the sentence was omitted so that the unaligned segments would contain only the parts that were totally omitted. The untranslated segments were left unaligned.

When the two translations were adequately aligned, we used the option of identifying all null segments available in Trados Studio 2021. The functionality in Trados Studio 2021 appears in the alignment window as shown in Figure 1.

![Alignment window in Trados Studio 2021](image)

Fig 1. Alignment window in Trados Studio 2021

---

¹ Transliteration of Arabic text is provided between quotations.
² Literal translation of the Arabic text is provided between square brackets.
³ Available from: I2PDF: https://www.i2pdf.com/es
From that window, the functionality of Select the alignment status, quality or connection type to go to was selected as can be seen in Figure 2. Afterwards, the unconfirmed segments option was selected, as can be observed in Figure 3.

![Fig 2. Select the alignment status, quality or connection type to go to](image)

![Fig 3. Select the unconfirmed segments option](image)

This way all the segments that were not translated in any of the two translations into Arabic were identified by searching for null alignments in Trados 2021. By using this technique, it was possible to identify all the omissions of all null segments. Those omissions were verified in the original texts to guarantee that those segments were not omitted by mistake during the previous automatic processing. However, this technique is only helpful to detect the omission at the level of a whole segment and not on the level of subsegments.

For this reason, and in order to obtain more insightful and detailed comparative results, the aligned texts were inserted in the Sketch Engine corpus analysis tool (Kilgarriff, 2014) with the aim of comparing the OT and the two translations in Arabic. In other words, a bidirectional parallel corpus analysis was possible, using both a top down and bottom up strategy. The top down strategy refers to the previous close reading to unearth the meaning and comprehend the general settings and context of the novel in English and the two TTs. The bottom up strategy involves using corpus analysis tool, and functionalities such the wordlist and keyword list to detect any dif-

---

4 Available from: http://www.sketchengine.eu
ferences, either comparing the OT with its translations or comparing the lists in the two TTs.

Finally, the parallel concordances functionality in Sketch Engine was used to compare and analyse the techniques of translation used in different excerpts of the texts. This was carried out by comparing concordance in the two TTs. We compared how each translator rendered the segments that were omitted by the other translators to see whether there were evidences of manipulation or censorship. In other words, when an omission of a whole segment in T1 or T2 was observed, the parallel concordance option was used in Sketch Engine, comparing the OT with the other translation. This function helped in examining the omission at subsegment level.

In this phase, the study of Rahbar et al. (2013) in which the authors identified the ideological contents of the novel was also used to directly analyse manipulation techniques. For example, when Rahbar et al. (2013) detected omission due to ideological reasons in Persian, we compared those segments by means of the parallel concordances option in both T1 and T2. This helped in determining the manipulation dimension at word level and not only the omission techniques.

3 Analysis of Results

Firstly, the paragraphs and sentences which were omitted were identified by highlighting the null segments with the help of Trados Studio 2021. The result of this process indicated that the translation of Samir Mahfouz Bashir, to which we will refer as T1, has 62 instances of omissions, some of them are sentences and others are whole paragraphs. On the other hand, the translation of Buthaina Al-Ibrahim, to which we will refer to as T2 in this study, has no omissions at sentence and paragraph scales.

Secondly, and based on our cultural background and knowledge about the socio-cultural context and norms in the Arab world, we classified the reasons of using omission techniques in T1 in five categories: a) omissions related to unacceptable social behaviour, above all, related to relations between men and women; b) omissions related to religious information; c) omissions related to ideological references; d) omissions related to unacceptable moral conduct; e) omissions due to linguistic reasons. Table 1 shows the frequency of omissions associated to each category.

<table>
<thead>
<tr>
<th>Motive of omission</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>unacceptable social behavior</td>
<td>23</td>
</tr>
<tr>
<td>religious information</td>
<td>5</td>
</tr>
<tr>
<td>ideological references</td>
<td>4</td>
</tr>
<tr>
<td>unaccepted moral conduct</td>
<td>22</td>
</tr>
<tr>
<td>linguistic reasons</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>62</td>
</tr>
</tbody>
</table>

Table 1. frequency of omission and motive of omission in T1
After carrying out the analysis, it has been observed that social behaviour and moral conduct are the most frequent reasons of omissions in the translation, with a frequency of 23 and 22 occurrences respectively. In the following, examples on each motive will be given.

1. Jimmie McBride is going to teach me how to ride horseback and paddle a canoe, and how to shoot and--oh, lots of things I ought to know. It's the kind of nice, jolly, care-free time that I've never had; and I think every girl deserves it once in her life (p. 51).

2. I didn't know that people used to be monkeys and that the Garden of Eden was a beautiful myth (p. 14).

3. Seems a little early to commence entertaining, doesn't it? A friend of Pepys devised a very cunning manner whereby the king might pay his debts out of the sale to poor people of old decayed provisions. What do you, a reformer, think of that? I don't believe we're so bad today as the newspapers make out (p. 82).

4. Oh, you see, I know! You're a snappy old thing with a temper (p. 14).

5. I'd hate to retoumer chez John Grier (p. 41)

Example (1) shows a case of omission of a whole paragraph, as it describes a situation in which a man and a woman would have a close relationship doing certain activities together, which are not accepted in some cultures. In this case, Jimmie McBride is one of Judy's friends and the brother of her best friend Sally, and he invited Judy to spend the summer with him in to teach her certain activities. These types of omissions were frequent also in scenes where Judy and Jervis Pendleton were together.

Example (2) shows a case of omission in order to hide information that is considered contradictory to religious teachings. In this particular example, the omission was implemented to avoid telling information relevant to stating that the origin of people is monkeys, and questioning the veracity of existence of the Garden of Eden.

In the case of Example (3), it shows omission due to ideological contents. In this example, the word "reformer" is the clue. The translator estimated that he shouldn’t include this type of information related to a particular political trend.

With respect to Example (4), it shows a disrespectful behaviour from part of the main character towards the trustee, who she supposes he is an old man and the way she picked her words is considered disrespectful.

Finally, in cases like Example (5) the linguistic difficulty which led to the use of omission was due to mixing English with French which the translator preferred to omit due to the additional difficulty of rendering this information in Arabic.

After detecting and analysing all the cases of omissions in T1, we compared the T1 and T2 by using the parallel concordances option available in Sketch Engine. This was used above all to analyse the techniques used by the translator in T2 to render the parts of the novel in which there were omissions in T1. On the other hand, by using this method, we also verified how the two translators rendered the instances where Rahbar et al. (2013) identified ideological content. Table 2 shows some of the words
or sentences that went through alteration of meaning techniques, comparing the original text in English with its equivalents in T1 and T2.

Table 2. Manipulated words or sentences in T1 and T2 in comparison to the OT

<table>
<thead>
<tr>
<th>Original text</th>
<th>T1</th>
<th>T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>cotillion</td>
<td>الرقص</td>
<td>رقصة الكوتيlioν</td>
</tr>
<tr>
<td>arraṣ</td>
<td>raṣṣ alaqqyylyn</td>
<td>[the cotillion dance]</td>
</tr>
<tr>
<td>They are pigs!</td>
<td>-</td>
<td>إنها قذرة!</td>
</tr>
<tr>
<td>anarchists</td>
<td>المحافظين</td>
<td>الفوضويين</td>
</tr>
<tr>
<td></td>
<td>almuḥāfiẓyn</td>
<td>alfa ṭawḍawīyn</td>
</tr>
<tr>
<td></td>
<td>[The conservatives]</td>
<td>[The anarchists]</td>
</tr>
<tr>
<td>plutocrat</td>
<td>رأسمالية</td>
<td>بلوتوقراطية</td>
</tr>
<tr>
<td></td>
<td>Ra’smālyīa</td>
<td>blūtwqraṭya</td>
</tr>
<tr>
<td></td>
<td>[Capitalism]</td>
<td>[Plutocracy]</td>
</tr>
<tr>
<td>Yours ever</td>
<td>المطيعة دائما</td>
<td>المخلصة</td>
</tr>
<tr>
<td></td>
<td>almukhliṣa laka’ abadan</td>
<td>almukhliṣa laka’ abadan</td>
</tr>
<tr>
<td></td>
<td>[the always obedient]</td>
<td>[the always faithful]</td>
</tr>
</tbody>
</table>

Table 2 shows some of the examples where the techniques of meaning alteration were used either in T1 or in T2. In the case of the word *cotillion*, which is the name of the dance which implies close interaction between a man and a woman, it was mentioned by Judy as it was the dance that took place during a party. In T1, the translator used the metonymy "الرقص" "arraṣ" [the dance] as a way of euphemism, instead of mentioning the name of the dance as can be seen in T2.

In the case of the omitted sentence in T1 "They are pigs!", the translator in T2 decided to translate it as "إنها قذرة!" "Innaha qadhira" which means "it’s dirty". The omission in T1 indicated that the translator considered mentioning pigs as inappropriate in the TT, while the translator in T2 added the connotation of pigs being dirty.

With respect to the word “anarchist” which appeared in the following context: "You know, I think I’ll be a Socialist, too. You wouldn’t mind, would you, Daddy? They’re quite different from Anarchists; they don’t believe in blowing people up" (p. 67), it is observed that the translator in T1 decided to change the meaning of the word into “المحافظين” “almuḥāfiẓyn” which means “the conservatives” while the translator in T2 used the word “الفوضويين” “alfawḍawīyn” which a similar equivalent of the original text. In the same way, the translator in T1, substituted the word “plutocrat” by the word “RSA’malīya” which means “capitalism”, while in T2, the translator used the literal translation “بلوتوقراطية” “blūtwqraṭya”. All those words are related to political ideology.
Finally, in T1, the translator changed the way in which the main character, Judy, finishes her letters, by substituting the sentence “yours ever” with “المطيعة دائماً” “almuṭy’a da’iman” which means “the always obedient”, while the translator in T2 used a more literal translation.

As shown in the previous examples, both translations of Daddy-Long-Legs went through omission or manipulation techniques. However, T1 contains obvious examples on omission and alteration of meaning due to ideological reasons. In this case, the use the CAT tool Trados Studio 2021 helped in the automatic detection of omission at segment level and facilitated in combination with the Sketch Engine tool in identifying clear evidence of censorship and manipulation.

4 Conclusions

In this case-study, we aim at contributing to the new field of Computer-Assisted Literary Translation (Youdale and Rothwell, 2022: 384). For this reason, on the one hand, an automatic methodology using available CAT tools to detect omissions at segment level in literary texts is suggested. On the other hand, the use of corpus analysis methodology to analyse further translation techniques, such as alteration of meaning is also proposed. Those translation techniques are considered especially relevant to censorship studies and to literary translation in general.

Omission has a multifaceted nature and detecting it is very helpful in comparative translation studies; however, due to the lack of proper automatic or semi-automatic tool, most of the researchers in the literary field use manual analysis and manual annotation of original texts in comparison to their translations. This manual process is time-consuming and sometimes may lead to the loss of relevant information. For this reason, in line with the suggestions of Moretti (2013) and Youdale (2019), we applaud the idea of combining close reading and distant reading in literary translation research in order to speed up the process of analysis and obtain a wider perspective of more precise results and better informed translations.

With this objective, and due to the lack of proper tools to automatically align and detect cases of omission, we used of the CAT tool Trados Studio 2021, as we considered it as an alternative method to allow for the semi-automatic detection of omission after the proper alignment of the original text with its corresponding translation and/or translations.

As a complementary method, we also used corpus analysis tools such as Sketch Engine to compare word lists and its frequency as well as using the parallel concordance function to see how certain words or sentences were used in the translation, object of study.

As part of a case-study, we applied the methodology of both close reading and distant reading to study the translation techniques used in two Arabic translations of the epistolary novel, Daddy-Long-Legs written by Jean Webster in 1912. We focused above all on the techniques of omission and alteration of meaning. For this reason, we used the CAT tool Trados Studio 2021 for the semi-automatic detection of omissions and then we used the corpus analysis tool Sketch Engine to detect possible manipula-
tions of meaning. As a result, we detected 62 omissions in one of the translations into Arabic and we analysed the motivation behind the use of this technique. On the other hand, we detected some intentional manipulation of meaning in both translations in some of the sentences and words due to ideological motives. As a result, we conclude that the translation carried out by Samir Mahfouz Bashir is subject to censorship and alteration of meaning for ideological, religious and sociocultural reasons; however, we did not analyse whether it is due to self-censorship or for being imposed by other authorities, as this analysis is beyond the scope of this study. The use of those methods in combination with the close reading approach proved to give more insights and wider perspectives towards OTs and TTs.

On the other hand, we believe that in spite of the revolutionary role of new technologies such as CAT tools in performing translation tasks and in carrying out translation studies, these tools are far from perfect and suffer a set of shortcomings (Mitkov, 2022). Notwithstanding that Trados Studio 2021 helped in the automatic detection of omissions in this study, and it saved time, we still consider this method as insufficient as the process of aligning the two texts and making sure all the segments are correctly associated with its correct equivalent parts is also a time-consuming task and may be also subject to human error during the process of realignment of segments or due to the inappropriate alignment of segments. For this reason, we believe there is still a need to design more efficient software with the help of more sophisticated artificial intelligence programs to align texts automatically with their translations with major perfection, and have the functionality of detecting omissions in a more straightforward way, and not only at complete segment level, but also, at subsegment and word level. Having such a reliable instrument would not only help researchers in detecting omission as a translation techniques or as evidence of censorship, but it would also help translators themselves to make sure they have not committed any omission errors due to negligence. We also believe that studies resulting from applying this type of methodology would also give more insights that may help in improving quality related to omission approaches in machine translation (Mutal, et al., 2020) and would also help in improving the quality of neural machine translation for literary texts (Toral & Way, 2018).

Finally, it is also important to highlight that the translation memories generated after the alignment process are also valuable. Those TMs would be useful in future translations of the same work and in retranslation of similar works of the same author. In the case of Daddy-Long-Legs, those TMs would help for example in translating Dear Enemy, which is the novel sequel to Daddy-Long-Legs. Those TMs would not only help in improving consistency of vocabulary, but may also help in maintaining the same style.
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Abstract. Remote Simultaneous Interpreting (RSI) platforms enable interpreters to provide their services remotely and work from various locations. However, research shows that interpreters perceive interpreting via RSI platforms to be more challenging than on-site interpreting in terms of performance and working conditions [1]. While poor audio quality is a major concern for RSI [2,3], another issue that has been frequently highlighted is the impact of the interpreter’s visual environment on various aspects of RSI. However, this aspect has received little attention in research. The study reported in this article investigates how various visual aids and methods of presenting visual information can aid interpreters and improve their user experience (UX). The study used an experimental design and tested 29 professional conference interpreters on different visual interface options, as well as eliciting their work habits, perceptions and working environments. The findings reveal a notable increase in the frequency of RSI since the beginning of the COVID-19 pandemic. Despite this increase, most participants still preferred on-site work. The predominant platform for RSI among the interpreters sampled was Zoom, which has a minimalist interface that contrasts with interpreter preferences for maximalist, information-rich bespoke RSI interfaces. Overall, the study contributes to supporting the visual needs of interpreters in RSI.
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1 Introduction

In recent decades, technology has intersected with interpreting in various ways, notably in different modalities of distance interpreting and computer-assisted interpreting [2]. In relation to distance interpreting, the uptake prior to the COVID-19 pandemic has been uneven across different interpreting settings. In public-service settings, there has been an increase and diversification of distance interpreting, which further surged during the pandemic [4,5]. However, in conference interpreting, the adoption of distance interpreting was limited before the pandemic despite remarkable technological advancements in remote simultaneous interpreting (RSI). The limited adoption was
attributed to several factors such as poor audio quality and reluctance among conference interpreters to use new, cloud-based communication technologies [2,6].

Initially, RSI was conducted from traditional booth-based environments, such as interpreting hubs. These hubs were connected to remote clients and provided interpreters with the conventional conference interpreting equipment, including the interpreter’s hardware console [6]. By contrast, the new generation of cloud-based simultaneous interpreting delivery platforms which emerged in the years before the pandemic offered interpreters a virtual console and a work environment that simulated traditional interpreting booths [6]. While the new platforms could still be used from within a traditional interpreting booth, they also had the potential to enhance the flexibility of RSI. At the same time, cloud-based RSI also raises several issues. A recent survey [1] indicates that interpreters believe that their performance and working conditions are worse under RSI conditions, corroborating previous findings that interpreters perceive RSI as more challenging than on-site interpreting [2]. While audio quality is highlighted by interpreters as a major factor affecting RSI [2,3,7], another issue that has been consistently highlighted in relation to both booth-based and platform-based RSI is the interpreters’ visual environment [3].

To address this issue, the study reported here, which is part of a larger study focusing on various aspects of RSI, aims to explore the extent to which different aspects of an RSI interface, especially different visual aids and different approaches to presenting visual information, can support interpreters and enhance their user experience (UX). The study drew on an experimental design and tested a cohort of 29 professional conference interpreters in working with different visual interface options, examining the impact of three independent variables on the interpreter’s UX:

- **Type of interface**, with a minimal interface design prioritizing the speaker and featuring hidden controls inspired by Zoom, and a maximal interface design displaying all functions and settings, inspired by bespoke RSI platforms.
- **Interpreter’s view of the speaker**, with a close-up view option displaying only the speaker’s face and a gesture view option showing the speaker’s upper body and hand gestures in addition to their face.
- **Automatic Speech Recognition (ASR)**, with an ASR panel embedded within an RSI interface compared to an interface without ASR.

These visual variables were chosen because they have often been overlooked in RSI research in favour of investigating sound quality effects [2,3,4]. However, previous studies have highlighted the impact of nonverbal visual information, such as hand gestures, lip movement, and body language in interpreting [8]. Other research has emphasized the importance of addressing the interpreters’ sense of presence by thoroughly analyzing their visual requirements [3]. Furthermore, studies on the use integration of ASR in the interpreting workflow have underscored the positive impact that ASR may have for interpreters [9]. In addition to exploring the interpreters’ preferences regarding soft visual aids, we also examined how their attitudes towards RSI were influenced by demographic factors and by their experience in both simultaneous interpretation (SI) and RSI.
This article investigates interpreters’ preferences and usage patterns of various RSI platforms. We also examine the relationship between participants’ most frequently used platforms and their UX, as measured by the User Experience Questionnaire (UEQ) [10] ratings for the tested interface design philosophies, specifically minimalist and maximalist approaches. For brevity, we will not discuss the speaker view and ASR study variables in this article.

2 Methodology

The experimental study reported here used a within-subject design. It was preceded by a focus group with interpreters to inform its design, and supplemented by follow-up interviews with selected interpreters, but the findings from the focus group and interviews are not presented here. For the experimental study, which was conducted between February 2022 and May 2022, we recruited professional interpreters who had at least 400 hours of SI experience and at least 20 hours of RSI experience. The study was conducted online using Qualtrics [11] to guide the participants through the experiment, presenting them with the interpreting tasks, source speeches and questionnaires. In addition, Zoom was used to record the participants’ interpretations. The experiment could be performed within a 24-hour window, according to participants’ availability.

In the part of the study that related to soft visual aids for the interpreter, a two-by-two factorial design was used, involving the simultaneous manipulation of two independent variables. The interpreters were requested to interpret a 25-minute speech, which was divided into two segments. Each segment featured one of two interface designs (minimal/maximal), which were counterbalanced among the interpreters, i.e., some interpreters were initially presented with the minimal design, while others began with the maximal design. Additionally, within each segment, the speaker view (close-up/gesture view) was switched halfway through to ensure that each interpreter experienced both speaker views within each interface design. The order of the different speaker views was also counterbalanced to minimize potential order effects [12]. A publicly available recording of a real-life speech was selected. A crucial selection criterion was that it would display the speaker in the video frame, enabling us to create a contrast between a close-up view and a gesture view.

A pre-experiment questionnaire focused on the interpreters’ RSI-related perceptions, preferences, and work setups. A series of short ‘in-experiment’ questionnaires, administered after each interpreting task, elicited UX ratings based on the short version of the UEQ [13] and qualitative comments from the participants regarding the interfaces presented. Finally, a post-experiment questionnaire elicited the interpreters’ subjective preferences towards the speaker view part of the experiment and any suggestions they had for improving it. We employed a mock RSI interface with two versions, maximal and minimal (see Figure 1) because real-life simultaneous interpreting platforms do not offer users the ability to create multiple distinct versions of the interface as required for our study. For further information on the interface design process, readers can refer to [14].
3 Characteristics of the sample

Out of a total of 35 professional interpreters recruited for the study, 29 successfully completed all of the tasks. Of these 29 participants, 19 identified as female and 10 as male. The majority of participants (89.6%) fell in the range of 30-59, with 8 participants aged 30-39, a further 8 participants aged 40-49, and 10 participants aged 50-59. Two participants were under 30 and one was over 60. Our study’s age and gender distribution shows similarity to other recent studies [1,7], providing contextual information for the current study and facilitating comparison with similar investigations.

3.1 Interpreters’ work experience and preferences

Of the 29 study participants, 23 had more than 1,200 hours of SI experience, while 6 had between 400 and 1,200 hours of SI experience. In terms of RSI experience, 27 participants had over 50 hours, and 2 had between 20-50 hours of RSI experience. The participants interpreted from English into various languages, including Spanish, French, German, Italian, Polish, Latvian, and Cantonese.

Before the pandemic, most interpreters in our sample primarily worked on-site. However, the majority of interpreters in our sample reported an increase in their remote work frequency after the beginning of the pandemic. These findings corroborate other recent findings [1] and suggest that the pandemic has had a significant effect on the work patterns and experiences of interpreters, leading many to rely increasingly on remote work.

The majority of participants in our study preferred on-site work to remote work. Of our 29 participants, 18 either strongly or slightly preferred onsite work, while 7 either strongly or slightly preferred remote work, and 4 had no preference. However, our findings also show that preferences varied to some extent by gender and age. Female participants were twice as likely as male participants to prefer RSI. This may be because RSI, by eliminating the need to travel, makes it easier for women to balance work and family commitments, among other possible factors [15].

Nevertheless, both genders considered RSI to be more difficult and hampering teamwork. In terms of age range, interpreters in the 50-59 age range expressed the
strongest preference for on-site work, despite generally having more experience with RSI than younger interpreters. An interesting contrast was, however, observed for this group. Although 90% of interpreters in this group preferred on-site work, over 50% of their actual workload consisted of RSI.

According to the participants’ qualitative feedback, the major factors contributing to the preference for on-site work included better working conditions, the ability to physically interact with the speaker, and the opportunity to collaborate with colleagues face-to-face. Participants appreciated the opportunity to work in a physical workspace with a well-equipped infrastructure that provided them with an environment conducive to productivity. Conversely, the main reason cited for a preference for remote work was to avoid commuting, which was a significant source of stress and time consumption for participants.

3.2 Interpreters’ platform experience and preferences

As depicted in Figure 2, our pre-experiment questionnaire results show that 28 out of 29 participants had used Zoom with the interpretation function, with 17 indicating it as their most frequently used platform. While 17 participants had used Interactio and Interprefy, only four and two participants, respectively, identified them as their most frequently used platforms. Our findings are consistent with other recent studies [1,7], suggesting widespread use of Zoom with interpreting function for RSI.

All participants also mentioned either having tested or having used more than one platform for their interpreting assignments, allowing the research team to gather valuable insights into comparative user experiences, preferences, and potential strengths and weaknesses of different RSI platforms.

![Fig. 2.](image-url) Interpreters’ platform experience: Blue=number of participants who reported using the platform; orange=number of participants reporting it as their most frequently used platform
The preferred platforms in our sample were Zoom with interpretation function and Interprefy. Both were mentioned as preferred platforms by 11 participants. Interestingly, while participants use Zoom more frequently than bespoke RSI platforms, they almost always prefer the functionality offered by bespoke platforms. They use Zoom mainly because it is imposed by event organizers due to cost or privacy concerns. Some interpreters in our sample appreciated its simplicity and stability, arguing that it has the basic features required for interpreting despite missing some functionalities.

Overall, the findings from our pre-experiment questionnaire suggest that the interpreters in our sample have a diverse range of experiences and preferences in relation to RSI and the platforms used for it. We consider this diversity to be a strength of our study as it ensures that the UX testing of visual aspects of an RSI interface is grounded in a variety of experiences and preferences.

4 Interface type: UEQ findings

The User Experience Questionnaire (UEQ) is widely used to evaluate UX across six dimensions, including attractiveness, efficiency, and novelty, and two meta-dimensions: pragmatic and hedonic quality, measuring perceived practical usefulness and user enjoyment respectively, using 26 item pairs rated on a seven-point Likert scale [9]. The UEQ is commonly used to evaluate prototypes in various domains. A short version of the UEQ, consisting of only eight item pairs and focusing on the two meta-dimensions, was developed for studies requiring quick completion and studies such as the present one, where multiple product or prototype versions need evaluation in a single session [10]. We selected the short UEQ for our study and expanded it by including three additional item pairs to measure specific dimensions of the user experience (UX) of RSI. These dimensions are Technical/Human, which evaluates the comprehensibility of the interface design from a human perspective, Alienating/Connective, which assesses whether the interface evokes any sense of alienation or whether it fosters a seamless workflow, and Unprofessional/Professional, which gauges the resemblance of the interface to conventional interpreting tools and RSI platforms.

4.1 Individual UEQ item pair scores

The individual UEQ scores for the two interface types (Figure 3) show that the feature-rich maximal interface outperformed the minimal interface in 9 out of 11 item pairs, particularly in Technical/Human, Boring/Exciting, and Usual/Leading edge. This suggests that users find the maximal interface more human-like, exciting, and cutting-edge. However, both interfaces scored similarly in Complicated/Easy and Confusing/Clear, indicating that participants appreciated the simplicity and clarity of the minimal interface despite their overall preference for the maximal interface.
4.2 Overall UEQ scores

From the overall user ratings (Figure 4), it is clear that the maximal interface outperformed the minimal interface in terms of both usability and joy of use. Specifically, the maximal interface scored almost twice as high as the minimal interface in hedonic quality, which represents user enjoyment, while the minimal interface had a negative score for this meta-dimension. However, the maximal interface only had a slightly better score than the minimal interface in pragmatic quality, which pertains to the perceived practical usefulness of the interface. This suggests that while users find the maximal interface more enjoyable, both interfaces allow them to accomplish tasks effectively.
5 Discussion

This article raises several interesting discussion points. First, there is a notable contrast in the 50-59 age group, where 90% of interpreters preferred onsite work, yet over 50% of their actual workload consisted of RSI. This may suggest that interpreters in this age group perceive their working conditions as particularly adverse. It is possible that interpreters in this age group took on RSI work during the pandemic for financial reasons, i.e., due to a lack of onsite assignments during this time, but also due to increased concerns about travelling and potential exposure to COVID-19, even after the lockdowns, compared to younger interpreters.

Another point that emerges from the experience profiles of participants in all age groups is their preference for onsite work over remote work, stemming from better working conditions, the opportunity to physically interact with speakers, and face-to-face collaboration with colleagues. However, this preference comes with a trade-off in terms of increased stress and time spent travelling, which ultimately results in fewer assignments completed in the same amount of time. This raises the question of whether and under what circumstances a point could be reached where interpreters would consider both SI and RSI to be more or less equivalent.

Our exploration of visual aspects of the RSI interface suggests that visual aspects play a role in the interpreters’ preferences regarding SI vs. RSI. Our comparison of interpreters’ actual platform experiences and the User Experience Questionnaire (UEQ) ratings for each interface reveal a discrepancy between the minimalist interfaces (such as Zoom) that interpreters regularly use and the more comprehensive, bespoke RSI interfaces that they rate higher. Interpreters appear to prefer feature-rich and specialized RSI interfaces while often using more minimalist platforms in their daily work due to factors like cost, accessibility, and market penetration [1,7]. This discrepancy could be one of the factors contributing to the continued dislike of RSI, even though platform-based RSI offers more flexibility than traditional booth-based RSI, such as the ability to work from home.

6 Conclusion

In conclusion, the primary objective of our study is to explore user preferences and experiences related to different interface options, specifically focusing on improving RSI interfaces. We aim to investigate how visual aspects of an RSI interface contribute to the user experience of interpreters and to identify effective ways to display visual information that can enhance the overall UX. In this article, we first examined the preferences and usage patterns of 29 interpreters regarding various RSI platforms. Second, we analyzed the impact of different visual interface versions, a minimalist and a maximalist version, on the interpreters’ user experience, drawing on the short version of the UEQ. The sample characteristics highlight the significant impact of the COVID-19 pandemic on interpreters’ work patterns and experiences, leading to an increased reliance on RSI. However, the majority of interpreters still prefer on-site work, citing better working conditions, the ability to physically interact with speakers,
and the opportunity to collaborate face-to-face with colleagues as key factors contributing to this preference. The UEQ results indicate a preference for feature-rich and bespoke RSI interfaces when objectively evaluated, which contrasts with current practice where interpreters commonly use minimalist interfaces. The maximal interface outperformed the minimal interface in terms of usability and hedonic quality, suggesting that interpreters may benefit from interfaces that prioritize functionality and enjoyment. Our future publications will focus on the other two study variables, namely the speaker view and the inclusion of a source speech transcript created through ASR, as well as on the interview responses gathered from the participants after the experiment.
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Abstract. Over the past few years, new technologies in the field of interpreting have greatly reshaped the way interpreters work, leading to a technological turn in Simultaneous Interpreting (Fantinuoli 2018), due to the increasing use of Remote Simultaneous Interpreting (RSI) and Computer Assisted Interpreting Tools (CAI tools). When there is no human boothmate, AI-based CAI-tools are becoming “artificial boothmates” (Fantinuoli 2017), which support the interpreter before and while they deliver Simultaneous Interpreting services through automatic terminology lookup, key term identification, automatic speech recognition, real-time speech transcription, and number highlighting.

While a few researchers have investigated the field of Computer Assisted Interpreting, e.g. Fantinuoli (2017; 2018; 2019), Prandi (2018; 2020), Frittella (2022; 2023) and Defrancq (2020), more research into Computer Assisted Interpreting Training is needed, so that new technologies may be integrated into interpreter training and workflow, given their potential to help interpreters face this technological breakthrough.

This pilot study, conducted within the IULM research project “Collaboration for translation and interpreting: tools and teaching applications”, focuses on investigating the training of interpreting students on these new technologies in collaboration with the RSI-platform Converso Education by integrating the RSI-platform with a new CAI tool specifically developed for teaching purposes.

To the best of our knowledge, this RSI-platform with CAI tool specifically developed for interpreting students based on their needs is the first of its kind.

Keywords: AI-powered CAI-tool, Remote Simultaneous Interpreting (RSI), Computer Assisted Interpreter Training

1 Introduction

Over the past few years, new technologies in the field of interpreting have greatly reshaped the way interpreters work, leading to a technological turn in the sphere of Simultaneous Interpreting (Fantinuoli 2018), as the use of Remote Simultaneous Interpreting (RSI) after the Covid-19 pandemic (Baselli 2023) and Computer Assisted Interpreting tools (CAI tools) has greatly increased.

With the recent integration of CAI tools into RSI platforms, such as Kudo’s Assist and SmarTerp, the development of new tools now aims to increase the efficiency of the interpreter’s workflow and provide interpreters with a better user experience (Frittella 2023).

In 2022, we started teaching a new Remote Simultaneous Interpreting class at IULM University using the Converso Education Platform. In substance, fifty first-year and
fifty second-year students of the Master’s Degree Course in Conference Interpreting attended ten Remote Simultaneous Interpreting lessons.

Besides experiencing technical problems due to poor internet connections or inadequate equipment (such as devices and headphones), we noted that the students also ran into some difficulties during the lessons with the remote interpreting itself, especially where numerals and specialized terms were concerned. For this reason, we asked the students to complete a questionnaire on the main difficulties they encountered during Remote Simultaneous Interpreting and on useful resources to overcome those difficulties. The aim was to establish if the use of a CAI tool including an “artificial boothmate” (Fantinuoli 2017), which displays what are known as “SI problem triggers”, might be helpful during RSI lessons.

2 Survey on Students’ Requirements

The goal of the survey was to explore the current students’ requirements in the field of computer assisted interpreter training, to find ways to help trainee conference interpreters face the above-mentioned technological turn and provide them with the proper tools to adequately manage RSI through the development of a new CAI tool based specifically on their requirements.

2.1 Sample

The survey was hosted on Google Forms and sent to the participants via email in April 2023. The thirty participants were regular, full-time students enrolled in the first year of the Master’s Degree Course in Conference Interpreting at IULM University. The participants’ A language was Italian, and B language was English.

2.2 Questionnaire

The user requirements for our new CAI tool stem from a questionnaire completed by thirty trainee interpreters at the end of their RSI lessons and a focus group consisting of six students conducted a few days before the recordings were made.

In the questionnaire, the students were asked to answer specific questions on their preferences related to a CAI tool developed for teaching purposes.

Table 1. Question 1: If it were possible to receive support during Simultaneous Remote Interpreting, would it be useful for you to see the numbers uttered by the speaker?

<table>
<thead>
<tr>
<th>Response</th>
<th>Percentage of responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>97%</td>
</tr>
<tr>
<td>No</td>
<td>3%</td>
</tr>
</tbody>
</table>
Almost all the students replied that it would be useful to see the numbers uttered by the speakers on the screen and most of them (67%) preferred the numerals and punctuation to be converted into target language format.

**Table 2.** Question 2: If it were possible to receive support during Simultaneous Remote Interpreting, would it be useful for you to see the specialized terms uttered by the speaker?

<table>
<thead>
<tr>
<th>Response</th>
<th>Percentage of responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>93%</td>
</tr>
<tr>
<td>No</td>
<td>7%</td>
</tr>
</tbody>
</table>

Almost all the interviewees replied that it would be useful to see the specialized terms uttered by the speakers on the screen and 90% of them would prefer to have them displayed both in the source and target languages.

**Table 3.** Question 3: If it were possible to receive support during Simultaneous Remote Interpreting, would it be useful for you to see the named entities (places, persons, etc.) uttered by the speaker?

<table>
<thead>
<tr>
<th>Response</th>
<th>Percentage of responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>93%</td>
</tr>
<tr>
<td>No</td>
<td>7%</td>
</tr>
</tbody>
</table>

Among the survey respondents, almost all replied that it would be useful to see the named entities uttered by the speakers on the screen.

**Table 4.** Question 4: If it were possible to receive support during Simultaneous Remote Interpreting, would it be useful for you to see the entire transcription of the speech?

<table>
<thead>
<tr>
<th>Response</th>
<th>Percentage of responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>50%</td>
</tr>
<tr>
<td>No</td>
<td>50%</td>
</tr>
</tbody>
</table>

It is interesting to note that exactly half of the students would find it useful to see the whole transcript while the other half would prefer not to see the whole running transcription of the speech uttered by the speaker, but only single elements.

### 2.3 Results

As most of the respondents who took part in the survey reported that displaying numbers, specialized terms, and named entities on the RSI platform during RSI classes...
would be of great benefit, we decided to develop a CAI tool together with Converso, implementing it in the Converso Education Platform.

This tool is a prototype of an ASR-supported CAI tool that transcribes speech delivered in English and Italian, when enabled by the teacher on the basis of the specific needs, and automatically provides the interpreter with numerals and their unit of measurement, and translation options for terminology (drawn from a previously provided glossary). The Converso Education Platform includes a button called “view list”, which activates either automatic transcription or the CAI tool, and a “focus mode” button, which displays the transcript with highlighted specialized terms and numbers. A two-second latency was chosen, in accordance with studies conducted by Fantinuoli and Montecchio (Fantinuoli and Montecchio 2022), considering the average ear-voice span of interpreters.

Furthermore, according to the students’ preferences and Frittella’s recommendation (Frittella 2023), it was decided to let the CAI tool display numerals in their final version, without the partial rendition proposed by the ASR, as well as the numeral together with the following element in the sentence, which is usually either the referent or the unit of measurement. The above-mentioned items remain on screen for as long as there is enough room on the screen (EABM 2021). In its current state, however, our CAI tool prototype displays the numbers in the source language without showing the following element in the sentence. Adjustments will be made in the coming months before the study is conducted in the Autumn.

3 Pilot Study

3.1 Development of the CAI Tool Integrated in the RSI Platform Converso Education

According to the principles defined by Fantinuoli (Fantinuoli 2017) for ASR-based CAI tools, the final version of the CAI tool integrated in the Converso Education Platform will:
- be speaker-independent
- be able to manage continuous speech
- support large-vocabulary recognition
- support vocabulary customization for the recognition of specialized terms
- have high performance accuracy, i.e. a low word/error rate (WER)
- have high precision, i.e. the fraction of relevant instances among the retrieved instances
- have high recall, i.e. the fraction of relevant instances that have been retrieved over the total amount of relevant instances present in the speech (with precision having priority over recall, in order to avoid producing results that are not useful and may distract the interpreter)
- have a distraction-free graphical user interface to present the results.
3.2 Evaluation of the CAI Tool

According to Frittella’s methodology, our ASR-supported CAI tool prototype was evaluated via tool performance, users’ performance, and users’ perception (Frittella 2023: 55).

Tool performance was assessed by adopting the same principle first used by Fantinuoli (Fantinuoli 2017), through accuracy, precision, and recall. Accuracy (i.e. word-error rate) is the percentage of wrongly displayed items (numerals, terminology, and named entities) out of all items that should have been displayed. Precision refers to the number of correct positive results divided by the number of all positive results, and recall indicates the number of correct positive results divided by the number of positive results that should have been returned.

User performance was assessed both through the rendition of individual items (interpreted specialized terms and numerals) and by considering the meaning of the interpreted part of the speech.

Users’ perception was evaluated through a post-task questionnaire.

3.3 Preliminary Test

In order to assess tool performance, a preliminary test was carried out with a pre-recorded speech and no interpreting. The aim was to evaluate the ASR precision regarding numbers and terminology. Named entities are not recognized by the CAI tool prototype at this stage.

The development of the tool has taken the principles defined by Fantinuoli (2017) for ASR-based CAI tools into consideration. Specifically, in order to be used with a CAI tool, an ASR system needs to be speaker-independent, be able to manage continuous speech, support large-vocabulary recognition and vocabulary customization for the recognition of specialized terms, and have high performance accuracy.

The table below shows the results of the preliminary test conducted on the specialized terms provided through a glossary and identified by the CAI tool. The speech (described below) was the same interpreted by the subjects during the recordings.

Table 5. Results of the preliminary test conducted on specialized terms.

<table>
<thead>
<tr>
<th>Total specialized terms</th>
<th>Errors</th>
<th>Omissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>-</td>
<td>4</td>
</tr>
</tbody>
</table>

The four omitted specialized terms were two noun phrases consisting of five constituents (solar-thermal heating water system, natural-gas-based electricity generation), and two noun phrases containing acronyms (REs installations, Refuse-derived fuel RDF).

As far as numerals are concerned, the following table shows the results of the preliminary test conducted on the numbers identified by the CAI tool.
Table 6. Results of the preliminary test conducted on numbers.

<table>
<thead>
<tr>
<th>Total numbers</th>
<th>Errors</th>
<th>Omissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

The numeral that was incorrectly displayed was 405, which was split into two numbers (400 and 5). The following table shows an overview of accuracy, precision and recall considering all 65 stimuli (numbers + terms). Precision and recall values are expressed from 0 to 1, with 1 being the maximum value, whereas accuracy is expressed as a percentage of error (the lower the percentage, the more accurate the result).

Table 7. Tool performance assessment

<table>
<thead>
<tr>
<th>WER (accuracy)</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.7%</td>
<td>0.98</td>
<td>0.92</td>
</tr>
</tbody>
</table>

3.4 Pilot Study

The preliminary test and the pilot study were carried out at the Converso Hub in Milano at the beginning of June 2023. The Converso hub is Italy’s first Remote Simultaneous Interpreting hub consisting of fourteen booths, a conference room and three control rooms. Every booth is fitted with professional equipment (ISO 20109:2016), ISO compliant interpreting console, a 27” full-HD display (single monitor in single-desk booths and double monitor in double-desk booths), professional gooseneck microphone or professional headset microphone, and professional headphone.

The six participants were regular, full-time students enrolled in the first year of the Master’s Degree Course in Conference Interpreting at IULM University who were attending the RSI classes. The participants’ A language was Italian, which is the target language of the study, and their B-language was English, the source language of the speeches.

As usability is determined according to the relevance of a product for a particular user and aim, the participants are representative of the target users (Frittella 2023: 20), that is to say Master’s Degree students in Conference Interpreting.

Each test subject was asked to interpret two speeches of a similar length and lexical density on renewable energy transition. In one case, a Microsoft Word table glossary with the relevant terminology was provided. No glossary was provided in advance to help the interpreters with the second speech, but specialized terms and numbers were displayed by the CAI tool. The second speech was reinterpreted by the subjects while the entire ASR transcript of the speech was displayed. The performance of the students with ASR transcript will be compared with that obtained without CAI tool in a future study. A few days before the experiment the participants were given access to the Converso platform with transcription and CAI tool, in order to avoid the “novelty effect”. However, according to the post-task questionnaire results, more in-depth training would have been useful.
The two speeches with similar difficulty level contained the same number of specialized terms and numerals. They have been prepared by the author and pre-recorded by a native American English teacher. Both are interpreter trainers. The average speed of the speeches was 100 words per minute in accordance with the indication given by Korpal and Stachowiak-Szymczak (2020) on the ideal speech rate for interpreters. The first speech (1011 words) was ten minutes and five seconds in duration, with 65 stimuli (21 numbers + 44 terms: one of which was a unigram, 19 bigrams, 20 trigrams, 2 4-grams and 2 5-grams) whereas the second speech (1000 words) was exactly ten minutes long with 65 stimuli (21 numbers + 44 terms: 9 of which were unigrams, 23 bigrams, 10 trigrams, 2 4-grams and no 5-grams, since the CAI tool did not recognize the 5-grams).

After the test, participants were asked to complete a post-task questionnaire on their perception and assessment of the tool and their preference for a display format (terms on the left and numbers on the right, or vice versa, new items in a bold font, a larger font size, etc.) in addition to further comments and open questions on the use of the CAI tool.

Subsequently, the subjects’ deliveries were checked for the percentage of terms and numbers translated in the first and in the second speech, which indicates whether the use of the CAI tool would help improve terminological and number precision in RSI classes. The following tables show the number of correctly translated stimuli with the support of the CAI tool and with the Microsoft Word glossary.

Table 8. Number of correctly translated stimuli with CAI tool

<table>
<thead>
<tr>
<th></th>
<th>Student 1</th>
<th>Student 2</th>
<th>Student 3</th>
<th>Student 4</th>
<th>Student 5</th>
<th>Student 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numbers</td>
<td>61.9%</td>
<td>81%</td>
<td>95.2%</td>
<td>52.4%</td>
<td>81%</td>
<td>71.4%</td>
</tr>
<tr>
<td>Specialized terms</td>
<td>68.2%</td>
<td>54.5%</td>
<td>86.4%</td>
<td>75%</td>
<td>88.6%</td>
<td>63.6%</td>
</tr>
<tr>
<td>Total</td>
<td>66.15%</td>
<td>63%</td>
<td>89.2%</td>
<td>67.7%</td>
<td>86.15%</td>
<td>66.15%</td>
</tr>
</tbody>
</table>

When supported by the CAI tool, the six subjects correctly translated 73% of the stimuli on average. Interestingly, the numeral wrongly displayed by the CAI tool (405) was correctly interpreted by two trainees.

Table 9. Number of correctly translated stimuli without CAI tool

<table>
<thead>
<tr>
<th></th>
<th>Student 1</th>
<th>Student 2</th>
<th>Student 3</th>
<th>Student 4</th>
<th>Student 5</th>
<th>Student 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numbers</td>
<td>38%</td>
<td>52.4%</td>
<td>66.7%</td>
<td>28.6%</td>
<td>33.3%</td>
<td>33.3%</td>
</tr>
<tr>
<td>Specialized terms</td>
<td>27.3%</td>
<td>43.2%</td>
<td>61.4%</td>
<td>50%</td>
<td>45.5%</td>
<td>29.5%</td>
</tr>
<tr>
<td>Total</td>
<td>30.8%</td>
<td>46.15%</td>
<td>63.1%</td>
<td>43.1%</td>
<td>41.5%</td>
<td>30.8%</td>
</tr>
</tbody>
</table>

Conversely, when interpreting with a Microsoft Word glossary, the six subjects correctly translated 42.6% of the stimuli on average. What clearly emerges from the data analysis is that all subjects show a remarkably better and more precise performance in RSI with CAI tool. However, some interpreted sentences in two trainees’ deliveries did
not make sense. Although the numbers and specialized terms were correct when supported by the CAI tool, the segments following the numbers were sometimes mistranslated. A qualitative analysis relating to the meaning of the interpreted speech segments will be included in the future study.

Comparing the two tables, it can be observed that the number of correctly interpreted stimuli (both numerals and specialized terms) are higher in the Remote Simultaneous Interpreting with CAI tool support than in the RSI performed with Microsoft Word glossary for all six subjects (student 1: 66.15% vs 30.8%; student 2: 63% vs 46.15%; student 3: 89.2% vs 63.1%; student 4: 67.7% vs 43.1%; student 5: 86.15% vs 41.5%; and student 6: 66.15% vs 30.8%). The data from the future study on a larger sample with the adjusted CAI tool will provide a broader view of the phenomenon and produce more findings regarding the students’ deliveries with or without CAI tool.

3.5 Results from the Post-Task Questionnaire

The trainees were asked to complete a post-task questionnaire after the test to evaluate user perception and satisfaction. According to the results, the 6 subjects were overall satisfied with the use of the CAI tool and emphasized that it is easy to use and intuitive, but some adjustments need to be carried out to make the CAI tool even more effective, as it is a prototype. The average scores obtained in the various categories analyzed (perceived ease of use, effectiveness, ease of learning, timeliness, dependability) range from 6.8 to 8.8, with a prevalence of an average score of 8 out of 10.

<table>
<thead>
<tr>
<th>Question</th>
<th>Average of the 6 scores (from 1 to 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Your satisfaction with the CAI tool’s support during the test</td>
<td>8</td>
</tr>
<tr>
<td>The CAI tool was easy to use</td>
<td>8.8</td>
</tr>
<tr>
<td>The CAI tool helped me improve the accuracy of my delivery</td>
<td>8</td>
</tr>
<tr>
<td>No training is required to use the CAI tool effectively</td>
<td>6.8</td>
</tr>
<tr>
<td>The input provided by the CAI was timely</td>
<td>7.8</td>
</tr>
<tr>
<td>I felt that I could rely on the CAI tool’s support</td>
<td>8</td>
</tr>
</tbody>
</table>

In terms of design-related recommendations, subjects have different opinions on the choice of graphic representation of the elements displayed by the CAI tool. Currently specialized terms, numbers and transcriptions are shown in a box on the right of the screen while new items appear in the same font and remain on the screen until there is no more room.
Moreover, it is interesting to note that 5 out of 6 stated that they perceived the CAI tool as being more reliable than a human boothmate in terms of precision and speed in suggesting specialized terms and numbers. On the one hand, it emerged that for a trainee it is reassuring to know that the interpreter has not to search for terminology through a glossary, even if a human boothmate psychologically helps make the interpreter feel less alone and can better understand the interpreters’ needs. On the other hand, a trainee found the transcript and particularly the stimuli moving on the screen very distracting. It would be interesting to see if the same difficulties would emerge after more training sessions with the CAI tool.

### 4 Conclusions and Future Work

This test is a pilot study for a broader research project of the “International Center for Research on Collaborative Translation - IULM” that involves the development of a CAI tool integrated into the Converso Education RSI Platform and the usability test. The findings of this pilot study will help us redesign the broader study which is scheduled for Autumn 2023 on a larger sample (between thirty and fifty students enrolled in the second year of the Master’s Degree Course in Conference Interpreting at IULM University). Furthermore, the future study will investigate ASR output in the form of both “short prompts” and full ASR transcript, since the author has also decided to record the students’ performance with the entire speech transcript. This comparison might lead to more findings which may complement the existing insights from Fantinuoli, Frittella and Prandi. The results of this pilot study are not intended to be exhaustive but form the basis for in-depth research work on Computer Assisted Interpreting Training.
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Abstract. Interlingual Subtitle Voicing (ISV) is a new technique that focuses on using speech recognition (SR), rather than traditional keyboard-based techniques for the creation of non-live subtitles. SR has successfully been incorporated into intralingual live subtitling environments for the purposes of accessibility in major languages (real-time subtitles for the deaf and hard of hearing). However, it has not yet been integrated as a helpful tool for the translation of non-live subtitles to any great and meaningful extent, especially for lower resourced languages like Croatian. This paper presents selected results from a larger PhD study entitled ‘Interlingual Subtitle Voicing: A New Technique for the Creation of Interlingual Subtitles, A Case Study in Croatian’. More specifically, the paper focuses on the second supporting research question that explores participants feedback about the ISV technique, as a novel workflow element, and the accompanying technology. To explore this technique, purpose-made subtitling software was created, namely SpeakSubz. The constant enhancements of the tool akin to software updates are informed by participants’ empirical results and qualitative feedback and shaped by subtitlers’ needs. Some of the feedback from the main ISV study is presented in this paper.
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1 Introduction

All too often subtitling tools and, consequently, workflows are determined by clients, be they translation agencies as an intermediate link in the workflow or end clients. Subtitlers themselves always need to adapt to the existing workflows and use tools mandated by clients. Nowadays these are mostly online proprietary subtitling tools all of which differ from one another and offer various functionalities. As a result, subtitlers are expected to learn how to use multiple tools to remain competitive in the market. Unfortunately, when developing such software some of the most important agents in the subtitling workflow, subtitlers themselves, are rarely being consulted. The Interlingual Subtitle Voicing (henceforth ISV) study aims to amend this by adopting a subtitler-centric approach to the investigation of a new subtitling workflow.
The topic presented in this paper is a part of a larger doctoral study which explores the integration of speech recognition (SR) into a non-live subtitling workflow using a newly introduced technique. The ISV study generated empirical data on efficiency, measured as a combination of translation quality (from English into Croatian) and SR accuracy in Croatian, as well as the duration of various workflow elements, such as typing, voicing and editing. However, this paper will focus on the qualitative part of the study that strives to capture the subtitler experience (SUBX) with this new form of human-machine interaction through the feedback provided by participants. This feedback will inform subsequent updates of the ISV technique and the specialised software (SpeakSubz), created specifically to implement it. The ultimate goal is creating a customisable tool with a plethora of functionalities that can enhance subtitlers’ workflows and work environments based on their needs and preferences.

2 The Interlingual Subtitle Voicing Technique

ISV is a newly devised hybrid technique drawing from three established modes of language transfer: subtitling, interpreting and respeaking. The technique is meant for the translation of pre-recorded or non-live subtitles and leads to a workflow that differs from traditional subtitling workflows. It does so by introducing a new variable into the process: voicing, known as respeaking in live subtitling. This type of human-machine interaction includes a subtitler, or a voicer, translating subtitles from a source language (SL) by speaking into a microphone connected to SR software. This specialised software turns vocal input in a target language (TL) into textual output in TL in the form of subtitles. The process is similar to interlingual respeaking, without the element of immediacy since the ISV technique occurs in non-live environments.

Subtitling is a crucial component of the ISV technique. The traditional subtitling workflow typically involves a fairly linear sequence of activities. These are often determined by the client or software used to produce subtitles, especially in cloud-based environments. Within that workflow, subtitlers have some leeway in how they handle different workflow components. For the purposes of this paper, it is relevant to distinguish these two levels of workflows, which can be referred to as macro-level and micro-level workflows, respectively. The term is drawing on the distinction made by Alves et al. [1] who distinguish between macro and micro translation units.

In this paper we consider workflows coming from an end client or an intermediary translation agency as a macro-workflow that subtitlers normally cannot influence, such as the use of proprietary subtitling tools, linguistic and technical guidelines, deadlines etc. On the other hand, each subtitler has his or her own individual translation strategies, which we label as micro-workflows: these mostly have to do with the order in which a subtitler performs certain tasks and strategies s/he uses within the established macro-workflow.

Figure 1 below shows the basic workflow configuration devised for the purposes of the ISV study that can, as needed, be adapted to individual subtitlers’ micro-workflows in the future. This workflow was also devised with the ISV study in mind in order to facilitate empirical measurements related to duration of various stages of a subtitling process and make participants aware of these various workflow elements.
Fig. 1. The ISV workflow consists of three stages: a pre-voicing, a voicing and a post-voicing stage.

The pre-voicing stage of the ISV workflow includes preparatory activities that occur before the translation/voicing process. The central voicing stage includes reading the template (subtitles in a source language), mentally translating the source text into a target language and Speaking it out into SR software, including punctuation, while monitoring the textual output in a target language and reacting as needed. The post-voicing stage includes various edits and checks that need to be conducted to ensure the desired maximum accuracy of 100%, i.e., broadcast-ready subtitles. However, these are a part of a macro-workflow and as such not relevant for the ISV technique.

3 Related Work

The ISV technique was developed with subtitlers in mind. Such subtitler-centric research in academia is extremely rare and current studies have focused either on the final product, (i.e., subtitles), the way they are created, (i.e., the process) or the target audience. The existing scholarship ranges from research about traditional subtitling [2–4], quality of subtitles through practical experiments [5], as well as quality of templates [6] or theoretical quality assessment models [7]. More recent research has delved into media accessibility [8–10], new subtitling workflows, especially those that involve machine translation [8] and post-editing [9] and the translation process itself, be it traditional translation process research or TPR [10] or on online platforms [11]. Finally,
there are also audience reception studies [12, 13] but almost no studies that focus on subtitlers’ various micro-workflows and their evaluation of traditional or new hybrid workflows and, most importantly, their agency in creating the tools they might use in the future. The ISV technique aims to address this gap and contribute to the existing literature.

As already mentioned, the ISV research focuses on a new hybrid workflow implemented via a custom made proprietary online platform with an emphasis on the impact of integrating SR as a new major variable in the subtitler experience. To explore this workflow, subtitlers’ workspaces and needs, the current study relies on two main frameworks: action research (AR) and translator experience (TX). On one hand, AR [14–16] allows for the study of a new hybrid workflow and observes how it affects efficiency in terms of both speed and accuracy. On the other hand, the notion of TX [17], as well as studies about multimodality in translator-computer interaction [18–20] have informed the development and testing of ISV. This paved the way for the notion of Subtitler Experience (SUBX), which not only examines subtitlers themselves, but also their work processes, work environments and their evaluation of suggested techniques and workflows.

4 Methodology

This paper focuses on the second supporting research question of the ISV study: how does the ISV technique influence SUBX in a traditional subtitling environment, primarily in terms of ergonomics? We present selected findings from the qualitative portion of the study that explored the SUBX. This paper presents how participants responded and adapted to this new hybrid workflow and how they evaluated this novel form of human-machine interaction.

15 participants, Croatian native speakers, predominantly experienced subtitlers (13), took part in the ISV experiment, which included a 9-hour online guided self-training to be completed within a one-month window. All the necessary materials (SL subtitles, videos, the technique presentations, video tutorials) and tools needed for the experiment (integrated in the specialised tool SpeakSubz) were made available to participants on a website created for this study. The experiment had to be carried out entirely online because of the Covid-19 pandemic. During the ISV training, participants gradually learned voicing as a new skill and they progressively developed their abilities through a series of exercises, leading up to the final two exercises (7 & 8) that were quantitatively analysed.

To evaluate efficiency of the ISV technique and its underlying technologies, which was the focus of the first supporting research question, two variables were deemed relevant. Firstly, the speed of traditional typing compared to voicing, with and without editing. Secondly, Croatian SR accuracy was measured to gauge how close it was to the industry standard of 98% for live intralingual subtitling, while keeping in mind that ISV is meant for non-live subtitling. Moreover, there is ample time to correct SR errors in the final version of the translation. In addition, there is currently no established accuracy benchmark for interlingual respeaking, and this metric has yet to be explored.
and consolidated. This quantitative data related to accuracy and speed will be published in future papers upon the completion of the PhD thesis.

The most relevant datasets for this paper were the post-testing questionnaires and optional follow-up interviews. The questionnaires consisting of 30 questions were delivered through a Google form embedded on the ISV website¹ and were completed by 15 participants. The questionnaire was divided into 5 sections: ISV Presentation, Croatian Speech Recognition and SpeakSubz, Translation Workflow and Skills, Translation Hardware and Future Translation Work.

Moreover, participants had the opportunity to apply for optional follow-up interviews (online, under 45 minutes) to provide a more in-depth evaluation of the technique upon completing their ISV training and testing. Six participants chose to do so, and despite the limited number, a wealth of information was gathered about five different topics: the ISV website, the ISV technique, specialized software SpeakSubz, participants’ workflows and workspaces and, finally, future translation practices.

Additionally, voice and screen recordings of participants’ performance in the two final exercises, initially set up for tracking durations of various processes, were used as a secondary source of data. This data gave a glimpse into participants’ behaviour during the voicing, typing and editing processes. These evaluations and general feedback, as well as voice and screen recordings, enabled exploration of human-machine interaction in non-live subtitling and how it can be further improved. Due to space limitations of this paper, the following section will only present selected findings about subtitlers’ experience with the ISV technique, while forthcoming subsequent qualitative and quantitative data will give a more complete picture of ISV and especially the SUBX.

5 Selected Findings

The selected results presented in this section come from the post-testing questionnaires and optional interviews conducted over Skype, transcribed and thematically analysed. For the participants in the ISV experiment, that was the first time they had encountered voicing professionally. Although the empirical data of the ISV study showed that Croatian SR is not yet on par with major languages such as English, Spanish, German or Italian, the results from the post-testing questionnaires and optional interviews indicate that participants were intrigued and often pleasantly surprised by the new technique.

For example, in Question 8 of the post-testing questionnaire, participants’ subjective evaluation of SR accuracy showed that they believe that the underlying technology is not yet perfect, which was also to some extent confirmed by the empirical data of the study. Most participants rated Croatian SR accuracy with a 3, with the median mark being 3.2 out of 5 (Figure 2).

¹ https://isvresearch.eu/
Nevertheless, the rating was more positive when it came to their experience of working with Croatian SR (Question 7). The majority of participants rated it positively, with 10 participants rating it either 4 or 5, while only one participant rated it with a 2 (Figure 3). The median value was 4.06 and much more favourable than in Question 8. This suggests that participants mostly enjoyed working with Croatian SR, despite the imperfections of the underlying technology and relatively short training.

The participants’ feedback regarding the specialised software developed for this study (Question 9) was even more positive. As shown in Figure 4, the mean value amounted to 4.13 out of 5. This finding was also confirmed in Question 11 of the questionnaire and optional follow-up interviews, where participants described the software to be “user-friendly”, “easy to use”, “visually appealing” and even “game-like”. They also enjoyed its various functionalities such as reading speed markers, the comment section, pre-loaded tasks and voicing itself. Participants also suggested what other functionalities could be added in the future (Question 12) such as: automatic measurement units converter, an undo button and machine translation (MT). The latter was in the meantime added to the software and is currently in the beta phase ready for wider testing.
When asked whether participants had difficulties and what they were (Questions 5 and 6), some participants found certain exercises had too many steps in the workflow and because of that they needed to consult reminders. These reminders were in the form of “Read Me” textual files within each exercise. Other participants, on the other hand, were not always sure what to record and when. However, some participants in the follow-up interviews stated that they got used to the workflow by the final two exercises and the process became easier for them as the training progressed. Some participants also experienced some slight technical difficulties, with their voice not being captured or the recording functionality not working properly. Technical issues have been either resolved and/or put under the FAQ section of the website to clarify how to solve these issues in the future.

Regarding the comparison between voicing and typing, some participants did find voicing to be faster whereas others believed they were still faster when typing but nevertheless see the potential of the ISV technique. One participant, a highly experienced subtitler, also suggested that the technique might be better suited for interpreters since subtitlers are not used to voicing their translations and might need longer to become accustomed to it.

However, despite the potential shortcomings of the technique described above, in Question 17, 60% of participants stated they would like to continue developing their voicing skills in the future (Figure 5) and 33.3% indicated they might consider it. Taking into account the imperfections of the SR technology, the complexity of the technique, the short duration of the guided self-training and some minor bugs in the software that need to be corrected in the next version, this is a very positive result. Besides the need for training “voicers” in the future, it is encouraging to see that most participants enjoyed working with the technique, had a positive SUBX and would like to continue to use the technique in the future.
6 Future Research

After establishing the accuracy of Croatian SR within overall quality evaluation and durations of various subtitling processes to determine efficiency, it is promising to note positive results in terms of participants’ experience and reception. The future success of the ISV technique and specialised software as well as their usability in education and the audiovisual translation (AVT) industry will depend on software upgrades and technique adaptations. Experience from the AVT industry shows that machine translation seems to be increasingly used in subtitling workflows. Additionally, based on suggestions from some of the participants already working with it on a daily basis, adding MT functionality within the ISV technique would be the next logical step. This hybrid approach could populate subtitle boxes with MT (subtitle by subtitle or all subtitles at once) and subtitlers could use voicing to correct errors, thus reducing the need for typing with physical keyboards. That workflow configuration will be tested next at Croatian universities as of 2024/2025.

The technique and the software itself could be further developed in two different ways: one for academia and one for the AVT industry. SpeakSubz is not only a practical tool for professional subtitlers, but also a training and a methodological tool for students. As already mentioned, Croatian universities have already shown interest in using this tool and the technique in the training of subtitlers. The tool can be used, for example, to teach AVT students the basics of subtitling, text reduction (reading speed markers), line breaks (“new line” virtual button), voicing (respeaking) and MT post-editing.

When it comes to SUBX, a key element that needs to be studied in the next cycle of ISV research is the usability of the technique and software in real-life professional situations, especially on handheld and touchscreen devices to widen and enhance the SUBX in terms of ergonomics. While most AVT-related research nowadays is conducted in controlled media lab conditions, it is important to capture the use of the technique in subtitlers’ real workspaces which nowadays, more often than not, are their own homes. The ISV methodology allows for anonymous research in real-life professional
situations, without intruding on participants’ privacy. This methodology could be developed further to include a more meaningful utilisation of mobile and handheld devices in the next phase of the study, with a possible longitudinal study to track participants’ progress.

7 Conclusion

The ultimate goal of this study is to develop training in a hybrid translation mode (ISV) and offer users, intended as language professionals at large, customisable tools with multiple functionalities to optimise their everyday work. Unlike existing subtitling tools, users can directly influence the functionality of SpeakSubz by suggesting features that would help them work more efficiently and can be implemented in a timely manner. In addition, subtitlers can also evaluate these novel and hybrid workflows, thus giving them agency that is rarely present in subtitling software development, whereby future researchers could rapidly replicate or adapt them for their own research purposes.

As underlying technologies advance, ISV could potentially be used for live subtitling into Croatian as well as to enhance accessibility. The technique could also be applied and/or adapted to other lower-resourced languages which are lagging behind the major languages simply because the technology is not yet available to them. Rather than waiting for technology to be fully ready, proactive measures can be taken by researchers to improve existing ones through human input, as is the case in ISV. ISV can hopefully lead the way in this type of subtitler-centric research and ensure professionals are trained to live up to the challenges of new SR and MT reality both in AVT studies as well as in the AVT industry. Participants’ positive experience with the ISV technique and positive evaluation of SUBX certainly encourages us to continue with this strand of research in the future.
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Abstract. With the development of new technologies in the audiovisual sector, significant changes are taking place in the way information is processed, distributed and accessed. In this regard, blockchain technology is undoubtedly at the epicentre of the technological revolution and, despite its undeniable application in different industries, it seems to remain ignored in some academic fields, particularly in Translation Studies. This technology can be used for various purposes in our field—translating data in blocks, creating a more transparent and secure workflow in the translation process, tracking translation quality—as well as to address copyright issues and to rethink the ways in which we use, reuse, distribute and monetise the content we create.

This paper addresses two key issues in the digital media industry, namely blockchain technology and intellectual property rights management, and presents an intellectual property rights (IPR) management tool developed as part of the MediaVerse project. In addition, we will analyse the results of two focus groups conducted to validate the effectiveness of this tool among audiovisual translators and media accessibility professionals. By exploring these critical issues and demonstrating the benefits of the IPR management tool, we aim to contribute to the ongoing discourse on digital media accessibility and its importance in the current media landscape.
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1 Introduction

The media industry has traditionally been characterized by a high degree of centralization. A rather small number of large companies and media platforms have significant control over the market and impose their conditions on consumers, prosumers and content creators [2]. The European Union's Digital Markets Act1 therefore identifies them as 'gatekeepers' and seeks to ensure that they operate fairly online. The implications of this centralized structure are broad and have shaped the

media landscape in significant ways. For instance, it has led to the concentration of ownership and editorial control, as well as the standardization of content and formats, which can limit diversity and innovation in the industry. Moreover, it has also raised concerns about the potential for media companies to have a strong influence over public opinion and democratic processes. Hence, there is a need to promote diversity, pluralism, and democratic values within the media industry. This can lead to a more open, transparent, and inclusive media environment. One that reflects the diverse voices and perspectives of society, while meeting the needs and interests of all participants in the digital ecosystem.

The internet has evolved from the read-only Web 1.0 to the interactive Web 2.0, where users generate content and participate in online communities. However, big social media platforms such as Google, Facebook or YouTube dominate the web and control issues such as data privacy, censorship, and user-generated content. The next step is Web 3.0, also known as the decentralized web [10], which emphasizes the importance of ownership in the digital space. In Web 3.0, users have full control over their data and can monetize their online activity without the need for intermediaries.

The digital world is being transformed by the rise of new digital technologies, such as blockchain and Web 3.0 technologies [10]. A world where digital assets (text, video, photos, social media accounts, software programs) are important and valuable. Consequently, digital assets need to be properly stored and well secured. This shift towards decentralization presents new challenges for managing ownership of digital assets, including IPR [1]. Furthermore, the open and collaborative nature of Web 3.0 means that digital assets can be easily shared, used, and reused, which leads to the creation of derivative works that have to be properly managed. There is a need for new models of ownership and licensing enabling content creators to manage their IPR. The MediaVerse project aims at proofing the viability of a platform that offers creators the possibility to manage their digital assets and create or co-create content.

The following article will first describe the main issues related to Blockchain technology and digital assets. Second, IPR within audiovisual translation (AVT) and accessibility services, such as Subtitles for the Deaf and Hard of Hearing (SDH) and audio description (AD) will be addressed. Third the Blockchain technology developed in the MediaVerse platform to manage copyrights will be outlined. And finally, the results gathered from two focus groups with professionals in the AVT and media accessibility field will be reported. The aim of the focus group was to evaluate to which extent the copyright management envisaged under the MediaVerse project addresses the needs of professional in the AVT and media accessibility (MA) field.

2 Audiovisual Industry and Blockchain Technology

The audiovisual industry is facing several issues that entail proper attention as we move towards the future. One of the most significant challenges is the single point of failure that arises due to centralization in the digital industry. It occurs when one part of the system fails, leading to failure of the entire system. Another major concern is the low profits earned by creators, largely due to monopolistic pricing models and the number of intermediaries involved in the process.
Likewise, the management of copyrights and licensing contracts is complex and opaque, leading to a lack of transparency. This makes it challenging for right owners to effectively manage their works online, which often leads to piracy and infringement. The limitations of Digital Right Management (DRM) technologies should also be tackled, as access from other countries is not equally established or can be restricted by licensing, and new forms of payments such as micropayments and pay-per-use content are often not considered.

Furthermore, there is an absence of a global and verified register for intellectual property (IP), and records are stored in diverse systems across the media value chain. To address these issues, it is crucial to develop innovative solutions that increase transparency, reduce intermediaries, and ensure fair return for creators along with a global register to enable easy access to ownership information.

Blockchain technology provides a way to distribute content in a secure and decentralised way, without the need for intermediaries, third-parties. It is a tamper-proof system to store and share data, allowing content creators to distribute their work in their own terms, obtaining recognition (authorship) of the assets they create, regaining control (ownership) from central platforms and keeping track of changes within a chain.

One of the most significant benefits of blockchain technology is its ability to create immutable records of transactions in a transparent way [3]. This allows every node (computer) to trace their content. In the case of copyright works, it means that ownership and usage rights can be securely registered and traced on a blockchain network.

Integrating blockchain technology in IPR management can make it more efficient, cost-effective, and fair for everyone involved. In traditional centralized systems, ownership of digital assets is often managed by centralized entities. By using blockchain technology, content creators and consumers have more direct relationships, and profits can be distributed fairly. Blockchain is one of the technologies behind MediaVerse and its IPR management system.

### 3 Intellectual Property Rights and Translations

At an international level, there is a broad copyright legal framework in place under which, translations are generally referred to as derivative works. Derivative works are literary and artistic works which are based on pre-existing works that are altered. In addition, Article 2(3) of the Berne Convention provides the following explanation: “Translations, adaptations, arrangements of music and other alterations of a literary or artistic work shall be protected as original works without prejudice to the copyright in the original work”. Therefore, it seems essential to determine how such pre-existing and/or original works are protected under copyright law(s), as such protection could limit their use, and the right to translate and/or to store them in a database.

This copyright legislative framework is aimed at protecting the rights of all authors in the creative industries, to which translators also belong. According to Tong King [8], there is the recursive scaling of authorship in copyright (see Figure 1). As it can be observed, in order to create a translation, authorization must be obtained from the original owner of the rights (tier 1), and in order to exploit any translation (tier 2), the
same applies. Each tier generates new copyrights for new authors, which are interlinked with the pre-existing work and should be traced. This traceability avoids the lack of transparency in tracking who creates the content or derivative works, and helps to raise visibility and awareness of one's own and others' creations.

![Fig. 1. The recursive scaling of originality/authorship in copyright. Source: Tong King (2020:253).](image)

However, right management can be difficult to trace when a work is created by more than one person [4-6]. In addition, some types of translation, such as the different modalities in the AVT field (i.e. subtitles), might remain in an uncertain field, as there is no international copyright law that protects subtitles worldwide [6]. However, the digital assets that AVT and media accessibility professionals produce have the right to be properly protected.

### 4 Copyrights Management in AVT and Media Accessibility

Even if there is an international legal framework on copyrights management, each EU country has its own copyright laws, and an agency to manage the rights. For instance, in Spain, the Intellectual Property has been protected by a specific law since 1847 (Literary Property Act) [7]. The current Intellectual Property Law (LPI) by its acronym in Spanish 1/1996 (BOE-A-1996-8930) has been substantially modified by various laws in order to incorporate the different European Directives in this subject. The last reform was in 2021 in order to transpose the European Directives 2019/789 and 2019/790.

In the specific case of the audiovisual translation modalities, the agency DAMA (Derechos de Autor de Medios Audiovisuales) is in charge of managing the corresponding copyrights rights. This agency is a member of the worldwide agency CISAC (International Confederation of Societies of Authors and Composers) who represent 228 member societies in 119 countries worldwide.
Author’s rights that emanate from Intellectual Property are known as ‘copyright’. There are two different types of copyright: moral rights and economic rights. Moral rights are personal, indisputable, and inalienable. Some of these rights exist in perpetuity: for example, the right of the author to be acknowledged and the right to the integrity of works continue forever. Economic rights and rights of exploitation are transferable rights.

Recognition of the authorship and integrity of works are the most important moral rights, together with the right to share this work. Economic rights and rights of exploitation do have time limits. Their duration depends on the legislation in each country (i.e. in Spain, they last for the lifespan of the author and following the death of the same they belong to the inheritors for a further 70 years). On the other side, economic rights and rights of exploitation are transferable rights, which means that they can be sold, ceded or shared with third parties, whether this is for economic purposes or not. Hence, the ownership of rights of exploitation does not always belong to the author, since the latter may have ceded or sold these to a third party or organization, such as an editor or compiler.

Authors may also set their own limits, enabling them to have a greater level of control over the rights of their works and to manage these more easily. This gives both, users and creators, greater access to works and enables them to be used or shared with fewer restrictions. Among the free licenses, there are also some licenses known as ‘Copyleft’ which are widely used in computer science. These guarantee the right of any individual to use, modify and redistribute a work as long as they share the derivative works that they create under the same, or a similar, license.

The most common free licences are the Creative Commons (CC) licenses. A set of standardized, legal tools that enable creators to share their work with others while retaining certain rights, such as the right to attribution, the right to control how their work is used, or the right to determine whether others can create derivative works from their original work. CC licenses are designed to be flexible and can be customized to suit authors’ needs helping to promote legal and ethical sharing and reuse of digital assets in an open ecosystem. They can be applied to any type of creative content and have been integrated as part of the MediaVerse IPR management tool.

5 Copyrights Management in the MediaVerse Platform

In order to address issues related to intellectual property and copyright management in the audiovisual sector, the project MediaVerse\(^2\), which is an H2020 Innovation Project co-financed by the EU, has developed a multimedia co-creation platform. It is an open decentralized platform with strong Intellectual Property (IP) protection that enables creators and media assets owners to create, upload and share their media while managing their intellectual property rights. MediaVerse is a proof of concept project that aims to test the viability of the platform. It gives power back to content creators (artist, audiovisual translators, freelance creators, citizen journalists, all sorts of content creators) being able to take part in the decision-making process when distributing assets and getting recognition (Creative Commons licences) for the content they create. It

\(^{2}\) https://mediaverse-project.eu/
enables creators to decide how to share, distribute and monetise their content using smart contracts.

The platform includes several innovative technologies and provides a set of tools and services allowing users and creators to navigate in this new digital media industry. It offers co-creation tools where multiple users can work on their projects together including support for immersive media, such as interactive 360° videos and 3D objects; social analytics tools; a decentralised network to share the media; AI supported tools for content analysis to facilitate the process of finding suitable content fragments to build your media, and also to identify inappropriate content to protect your audience, and Automated language translation along other tools to facilitate the creation of accessible media.

The MediaVerse project has identified seven blockchain based solutions that could help content creators to address the main challenges related to copyright management in the audiovisual sector.

- Decentralized digital content ecosystem: power and ownership return to creators.
- New pricing options: new options for creators to earn by selling content.
- Monetization of content: content creators can establish direct relationships with customers.
- Distribution of royalty payments: near real time payments based on smart contracts.
- From DRM (Digital Rights Management) to smart contract: Transparent and “self - execute” right management underlying smart contracts.
- Attribution: Blockchain increases the visibility and availability of the information regarding copyright ownership.
- Copyright management: Blockchain enables content owners to directly manage their works.

The MediaVerse copyright management tool provides a machine-readable format for content creators to handle the legal aspects of copyright. The platform also provides a legal framework to allow storage and registration of assets and smart negotiation of (multimedia) content to manage revenues.

5.1 Testing MediaVerse Copyright Management Tool

MediaVerse aims to validate its copyright management framework among three major use cases: Citizen Journalism; Co-creation of immersive and inclusive media; An artistic experiment under the headline of “Hybrid Intelligence”. This paper focuses on the use of the blockchain technology linked to the second use case “Co-creation of immersive and inclusive media”. More specifically, it is linked to the findings gathered from two focus groups conducted with professionals working in Audiovisual Translation and Media Accessibility fields. The aim of the research was twofold. First, to gain information about audiovisual translation needs and expectations of the MediaVerse platform in relation to rights management of media accessibility assets from a user-centric approach. Second, gather and analyse data from users to understand the existing workflow for production, distribution, and monetisation of digital assets in their fields.

Methodology
This section describes the methodological steps and tools used during the focus groups. In both cases, participants were recruited via e-mail. The choice of recruitment was having experience in the AVT and/or MA fields at a professional level. The focus group duration was agreed with participants as 60 minutes and was held online using Microsoft Teams (Teams, 2022) video conference platform.

The selected methodological tools to gather quantitative and qualitative data from participants were an online questionnaire and a focus group. At the beginning of the session, ethical procedures were strictly followed to ensure compliance with EU existing regulations and codes of conduct. Second, a demographic questionnaire was provided to participants. Third, the focus group was conducted, (details are provided under section 5.1.3). Finally, a satisfaction questionnaire related to the MediaVerse platform was provided to participants. Conclusions gathered form the satisfaction questionnaire and the focus group were validated with all participants.

**Demographics**

Following the COnsolidated criteria for REporting Qualitative research (COREQ) based on Tong et al. [8] we report the criteria used for demographics. The interviewer and facilitators are the authors of this paper, all females with PhD. In terms of demographics the profile of the participants were nine females and one male. All participants were actively working in different modalities of the AVT and MA fields (Live subtitling, AD, Subtitling for the scenic arts, SDH, AVT), and 5 of them with active teaching duties at BA and MA level in Translation Studies for different Spanish higher education institutions. Six of them hold a PhD and four a MA. Five reported more than 10 years of experience in the AVT and MA fields, two reported 6-10 years, and four reported 3-5 years of experience. All participants reported that their main language combination of work was English into Spanish, and four of them also included English into Catalan. Other reported language combinations were Italian, German, and French into Spanish/Catalan. All participants reported that their work was based in Spain.

**Focus Group Procedure**

After a short introduction, a theoretical presentation of blockchain technology as part of the MediaVerse platform to manage copyrights was explained through a set of slides in a PowerPoint Presentation. Second, the list of the possible blockchain-based solutions was also presented. Third, a discussion among participants was conducted by the facilitator and a designated note taker was responsible for taking notes. The discussion was structured around the following three questions:

1. Do you think that the MediaVerse platform could be used in the audiovisual translation field? Does it have any advantage compared to the current way of managing the different modalities of the AVT field?
2. Within the frame of accessibility and audiovisual translation files (i.e, media accessibility assets) rights management, authors have the moral right over the assets
they create. This can never be sold. Thus, assets should be somehow minted for moral ownership. Do you agree?

3. Should authors be able to establish the economic rights and rights of exploitation?

At the end of the focus group, extracted conclusions were gathered and validated by all participants. Participants were also invited to answer an evaluation questionnaire in relation to: the use of MediaVerse in their professional and teaching contexts, and the level of relevance of the proposed possible blockchain-based solutions in the AVT and MA fields.

**Extracted Conclusions and Results**

The replies to the three questions are outlined below, along with the results of the satisfaction questionnaire.

**Question 1:** Do you think that the MediaVerse platform could be used in the audiovisual translation field? Does it have any advantage compared to the current way of managing the different modalities of the AVT field?

All participants consider that the MediaVerse platform could be useful in the professional domain of audiovisual translation and media accessibility, although its use will depend on the type of content. While in the AVT field, most participants manage their copyrights through DAMA, in the MA field copyrights remain in an uncertain area and are not subjected to copyrights. One of the main problems in both cases is that authors cannot trace what use is made of their work (i.e. subtitles, audio description, etc.) once they deliver it, for instance in another country/territory. In this regard, the platform would be useful to track the further use of their work in other countries/territories or even in other platforms. In the specific case of film festivals, most of the time AVT professionals receive support materials (i.e. subtitling templates) but do not know its origin (i.e. author). In addition, once they deliver their work (i.e. subtitles), they are unaware of its possible further use. All participants state that they work in the context of Spain, with the Spanish language as their target language, so they are unaware about the use of their work in other countries/territories or platforms. One participant states that the agencies/clients she works with manage copyrights themselves, sometimes through specific platforms.

In the specific case of MA one participant points out that in live subtitling, the work is done in the abstract, and there are various people involved in the subtitling process, making it difficult to assign copyright to specific individuals for this specific modality. The participant asserts that translation agencies keep the exploitation rights. In live subtitling, when programs are long, subtitling is done by several subtitlers because they have to take turns. Likewise, in contexts such as television, the company that provides the subtitling service is often external to the media, so the question arises: to whom do the rights belong, to the company that provides the services or to the television that commissions the work? Finally, a participant points out that the platform would be useful for sharing audio descriptions, as copyright in this modality is in a gray area.
Question 2: Within the frame of accessibility and audiovisual translation files (i.e., media accessibility assets) rights management, authors have the moral right over the assets they create. This can never be sold. Thus, assets should be somehow minted for moral ownership. Do you agree?

All participants agree on the preservation of moral property rights. This is a particularly important issue for participants who work with modalities derived from media accessibility services, since “services such as audio description or subtitles for the deaf and hard of hearing are not considered to be original work worth right protection according to copyright laws” (Orero et. al 2023:10).

Participants also note that there has been a lot of progress in recognizing moral rights in recent years, thanks to the efforts of professional associations in the industry. One participant brings up the issue of automatic translation and moral ownership, asking how rights are recognized in cases of automatic subtitling and who owns the work in such situations. This question is becoming a concern and a priority in the European Agenda, also due to the increasing use of Artificial Intelligence (AI) tools, such as ChatGPT, and its effect on copyright rules3.

Question 3: Should authors be able to establish the economic rights and rights of exploitation?

All participants consider that this is a complex issue, because in many cases economic rights and conditions are reflected in previous signed agreements. However, all agree that authors should be able to participate in the negotiations to establish the conditions of exploitation of their works.

One participant points out that live subtitling is very ephemeral, but rights should be exploited, since many times the subtitles generated live are edited or used for later reruns (mainly in the television context). In the case of recorded conferences, the initial subtitles are also later edited, but exploitation rights are not established.

Another participant mentions that there is an increase in the translation of audio descriptions, and it is necessary for professionals in this field to register the corresponding rights. In this regard, another participant emphasizes the importance of professionals’ involvement in the negotiation processes for the management of exploitation/distribution rights to prevent this accessibility service from being centralized solely through an entity (e.g., ONCE, a Spanish public-law corporation created to provide services for people with visual disabilities)4 and restricted to users of this organization.

In the case of audio descriptions and subtitling for performing arts, this recognition may have a short life span, since productions are punctual/limited and subject to modifications.

In the evaluation questionnaire, participants were asked to share their opinions on the advantages and disadvantages of the MediaVerse platform and which blockchain solutions they thought would be most relevant for professional translators.

---

4 https://www.once.es/
Participants reported the following advantages: potential use for copyright recognition and distribution of accessible content, an intuitive platform, ease of sharing content, and the ability to track assets. However, they also pointed out some disadvantages, such as the fact that copyright is sometimes a gray area in the translation field, the early development stage of the platform, the challenge of recruiting a broad group of users, and the complexity of professional relationships with companies in the field.

Regarding the proposed set of blockchain-based solutions, participants reported that the most relevant were a decentralized digital content ecosystem, attribution, and copyright management.

Limitations of the Study

The findings of this study have to be seen in light of some potential limitations that could be addressed in future research. First, the study is focused on the Spanish context, considering only AVT and MA professionals working in this country. Including a wider number of countries could prove to be important not only to validate the proposed MediaVerse blockchain-solutions for copyright management in the AVT and MA fields, but also to improve an exchange of good practice among professionals in both fields. The second limitation could be considered in terms of gender bias, as nine out of ten participants recognized themselves as females. It could be argued that contrary to other fields of the audiovisual industry, professionals in the AVT and MA fields are mainly females. Still, future research related to copyright management should include a broader gender representation in the sample of participants, not only from a binary perspective (i.e. male and female), but also in terms of non-binary participants.

6 Conclusions

To effectively foster diversity, pluralism, and democratic values within the media industry and the constant evolution of the Web, a new approach to content management is required. In the context of Web 3.0, MediaVerse could provide a standardized framework for managing ownership and licensing of digital assets, which can help to promote legal and ethical sharing and reuse of digital assets in a decentralized and open environment. The use of blockchain ensures that all transactions and ownership records are tamper-proof and cannot be altered.

To sum up, as it has been explained along the article, blockchain technology can transform the way in which media content creators manage and share the intellectual property rights of their digital assets. This technology has been included as part of the MediaVerse platform in order to allow content owners assigning copyrights and tracking the data they generate in a secure and transparent network, such as the transactions/interactions between peers. Professionals in the AVT field are content creators, and their works (i.e. subtitles) are considered derivative works, therefore authors of these digital assets have the right to be protected under copyright. On the other side, the work of professionals in the MA field remain in an uneven field as their work is not equally protected in all countries. For instance, while in France AD are subjected to copyrights, this is not the case in Spain.
With the aim of testing the suitability of the blockchain based solutions proposed under the MediaVerse platform, a focus group with professionals from the AVT and MA field was held. As reported in the extracted conclusions, participants agree on the potential use of the platform for copyright recognition, attribution and distribution of accessible content, and describe it as an intuitive platform, where creators and consumers can easily share content and can track their digital assets.
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Abstract. SpeakSubz is a tool for translating non-live subtitles primarily relying on Google’s speech recognition technology: Google Voice Typing. This specialised software also includes functionalities that make it a viable tool for academic research on various topics related to subtitling and voicing/respeaking. It was used as a tool within a larger doctoral study called ‘Interlingual Subtitle Voicing: A New Technique for the Creation of Interlingual Subtitles, A Case Study in Croatian’. This study aimed to measure speech recognition accuracy for Croatian subtitles, the duration of various elements of a subtitling workflow, and, ultimately, to assess participants’ reception of the technique and the tool and elicit their feedback for its future development. The tool is being developed based on academic scholarship, industry insights and, most importantly, subtitlers’ needs. Within the framework of action research and the notion of subtitler experience as highlighted in this paper, the tool is developed in cycles akin to software updates. In each cycle, a major new variable is introduced and tested with other minor changes related to either functionality or the interface. This paper will also highlight some of the most relevant functionalities that distinguish the current version of SpeakSubz from similar tools. The goal is to create a customisable tool for human-informed translation of subtitles that can be used for training and research in academia as well as professional environments.

Keywords: SpeakSubz, ISV, Subtitling, SUBX, Action Research, Software Development, Research Cycles

1 Introduction

Interlingual Subtitle Voicing (ISV) is a technique devised for translating non-live subtitles by voicing, traditionally known as respeaking. SpeakSubz, a specialised tool, was created to assess the technique’s viability. This tool enabled quality measurements of target language output, emphasising speech recognition (SR) accuracy, as well as durations of various subtitling workflow elements such as typing, voicing and editing. Eventually, the ISV study resulted in subtitlers’ evaluation of both the technique and the accompanying software, which was crucial for further development.
This strand of research started with an MA thesis completed at the University of Roehampton in 2018 [1], which resulted in the desktop version of the tool (the first ISV cycle) from an improvised methodological setting: uploading subtitles to the Google Voice Typing (GVT) interface and translating them by voice. The desktop version of SpeakSubz was further developed as part of a doctoral thesis currently being finalised at the University of Surrey. After internal testing within the Centre for Translation Studies (CTS) at Surrey and the pilot study with students, an online version of SpeakSubz was created (the second ISV cycle), further improved after the main experiment.

2 Development Cycles

Per action research [1]-[3], the ISV doctoral study was exploratory, participatory and conducted in cycles. Each cycle was informed by relevant academic research, industry experiences at that time and feedback coming from participants of pilot and main studies. This enabled the shaping of the tool according to future users’ needs and preferences, in line with the concept of agile software development [5]; it also offered them multiple functionalities that they could use as needed, based on individual preferences. The tool was developed by a Croatian software developer, A. Vrešić, and integrated with the ISV website1 created by a Croatian web designer, A. Prskalo.

The ISV website, primarily the result of the Covid-19 pandemic, is an online hub for experiments containing all the necessary information and materials for ISV training and testing. Such interdisciplinary cooperation enabled a streamlined training and testing environment for the new technique. The following sections will chronologically describe the cycles of the software development process in brief.

2.1 Desktop SpeakSubz

As mentioned above, the desktop version of SpeakSubz resulted from an MA study that compared the speeds of typing subtitles interlingually versus voicing them. The experiment was conducted in the GVT application [6] in Google Docs. Participants had to copy subtitles into the GVT interface and translate them by voicing. At the same time, they had to track and note down the times they spent on each exercise, including possible breaks. In addition, they had to also record their process with an external tool: Screencast-o-Matic (now ScreenPal2).

1 https://isvresearch.eu/
2 https://screenpal.com/
Besides collecting empirical data, participants were also invited to give feedback about the technique, which, among other factors, shaped the next iteration of desktop SpeakSubz (Figure 1). This version was also used for internal testing within CTS at Surrey and piloting with translation students from the Faculty of Humanities and Social Sciences at the University of J.J. Strossmayer in Osijek, Croatia. Although some of the piloting was initially supposed to occur face-to-face, because of the Covid-19 pandemic, the methodological process had to be transferred online. This resulted in the ISV website that contains all the information about the ISV technique and the software in the form of PowerPoint and video presentations, as well as short video tutorials on various functionalities of SpeakSubz. This piloting process resulted in an online SpeakSubz version integrated with the ISV website.

2.2 Online SpeakSubz

The online iteration of SpeakSubz was a more advanced version because it included a plethora of functionalities suggested by participants of the previous experiment cycles. In Figure 2, for example, in comparison with the desktop version of SpeakSubz subtitle boxes are much bigger, there is a big green button to activate or stop a speech recognition session, visual reading speed markers (thin green bars that turn red once the reading speed is exceeded) and comment boxes. The interface is similar to some existing subtitling platforms, especially cloud-based ones, to evoke a sense of familiarity.

Online SpeakSubz was created in dark mode, per software development industry standards. Certain academic research also explores various aspects of the dark mode. Some studies show that dark mode reduces eye strain in lower ambient illumination [7] and increases visual acuity, which is important for an efficient and pleasant subtitler experience (SUBX). In addition, one study shows that dark mode
could potentially save energy [8]. This is especially relevant for SpeakSubz because it is aimed to be used on mobile devices such as tablets or hybrid laptops and away from energy outlets, thus becoming an ergonomic tool.

Fig. 2. Online SpeakSubz Interface

SpeakSubz is an example of how a tool can improve the existing underlying technology and tailor it to specific needs. For instance, the desktop version of SpeakSubz introduced voicing punctuation, which even GVT does not offer for Croatian. The online version went even further and enabled entering SR misrecognitions into the SpeakSubz dictionary for better accuracy. The online version of SpeakSubz also includes automatic spell-checking to increase output quality further. This version of SpeakSubz also shows a number of characters per row, which is critical for readability in non-live subtitling.

Regarding research methodology, the online version of SpeakSubz also has an integrated screen and voice recording functionality and pre-loaded tasks that had to be loaded and exported manually in previous versions. This automation of various processes resulted in participants' positive experiences with the ISV technique and SpeakSubz software, resulting in positive reviews – scoring above 4 out of 5 (4.06 and 4.13, respectively) – despite imperfections in the underlying technology (GVT). This data stems from post-testing questionnaires (15 participants) and optional interviews (6 participants) conducted after the main ISV experiment, providing us with a wealth of information crucial for future developments.

To sum up, SpeakSubz is a tool that aims to combine different functionalities needed to create non-live subtitles in multiple hybrid workflows. The interface’s similarities to existing online solutions help users adjust to the tool. However, most current subtitling software does not include SR as an input method, even for major languages, leaving much space for exploration. Additionally, SpeakSubz enables entering misrecognitions, which the underlying technology, GVT, does not offer in its interface. This makes
further improvements possible in SR accuracy, especially for lower-resourced languages.

Regarding teaching and research, SpeakSubz’s integrated recording functionality allows users to re-watch their performance, reflect on it and improve aspects that need to be practised. Professional subtitling software generally used in audiovisual translation (AVT) research usually does not offer such functionality. Researchers, in addition, can utilise these recordings to observe the translation process and participants’ behaviours. In short, SpeakSubz offers functionalities that facilitate methodological processes that most professional desktop or cloud-based software like WinCaps, Spot, EZTitles and Oona do not provide, primarily to protect copyrighted source materials.

Based on the above and to my knowledge SpeakSubz would be the only subtitling tool from academia tailored to academic teaching, training and testing that offers technologies and functionalities – such as SR input and integrated recording – that professional tools do not provide. Furthermore, SpeakSubz is highly adaptable and can include and adapt new and emerging technologies in each new cycle to further test them to gauge whether they increase efficiency. Such an improved tool could then be presented to industry stakeholders, both subtitlers and clients.

3 Future Development

Based on the data from the main ISV experiment, the following goals have been established for the subsequent research and development cycle (the third ISV cycle): introducing a new major technology into the workflow (machine translation), testing the technique and the software on mobile and touch-screen devices and adding other functionalities suggested by participants in the ISV main experiment from the second cycle. For example, the current version of SpeakSubz includes virtual buttons for adding punctuation by touch as an alternative to voicing or typing them; this feature is yet to be tested and evaluated within the ISV workflow.

These elements will be included in the next stage of testing hybrid workflows. However, this time, we will provide the participants with various functionalities and measure and test what they prefer the most and why so that the tool can be customised even more in future. These will be explored under the concept of subtitler experience (SUBX) introduced in the ISV study, stemming from translator experience – (TX) [9–11], the term that Zapata derived from the general user experience (UX). In short, SpeakSubz will be explored not only as a training and testing, as well as a professional tool but also as an ergonomic one that enables subtitlers to work in more comfortable environments, away from the traditional keyboard-desk setting.
4 Conclusion

This demo paper describes the development of specialised software based on academic research for academia, primarily for creating and quantitatively testing hybrid subtitling workflows and new technologies. The software also enables gathering qualitative data about the specialised subtitling tool and the new technique being developed around it. Suppose empirical research shows this tool can increase the efficiency of subtitlers while keeping in mind their physical and mental well-being. In that case, it might also be developed commercially and offered to major clients in the AVT industry.

This interdisciplinary and participatory research not only gathers data from participants but also teaches them new skills and aims to inform them about the benefits of ergonomics, which can be done anonymously online. Such an environment is conducive to collecting objective data and ample qualitative feedback, with one main goal: to research what subtitlers need and how this novel form of human-machine interaction can produce the best results.
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Abstract. We present the integration of speech input into COPECO, an online teaching and learning platform developed to collect learner translation/post-editing corpora[22]. Speech offers potential to increase translators’ productivity and wellbeing by reducing typing time and effort. A multimodal, speech-enabled COPECO will complement other researchers’ and developers’ efforts to integrate speech dictation and post-editing into translation tools, training and practice (e.g. MateCat allows post-editors to activate a speech-to-text component or TradDICT Learn[28], an online-learning platform to develop sight-translation and dictation skills). COPECO helps trainers to compare different translation modalities, prepare courses and share teaching resources. To our knowledge, this is the first online platform to allow comparison between written and spoken post-editing and gathering data/statistics on speech-based post-editing behaviour (e.g respeaking whole segments vs. correcting minor errors, etc). This helps translation trainers understand frequent errors made by learners when using speech which can then be used to improve their course content. It will also help to build a “speech post-editing corpus” which will be beneficial in the long run for research and analytical purposes. Unlike proprietary speech recognition add-ons with defined services, we develop speech commands for post-editing based on translators’ behaviour and needs, optimising COPECO based on requirements with minimal costs.

Keywords: Automatic Speech Recognition (ASR), Post editing (PE), Computer Assisted Translation (CAT)

1 Introduction

Translation services are used for translating documents into multiple languages, within a limited time frame, with high accuracy. Post-editing of Machine Translation (MT) is known to allow translating large volumes of translations while saving costs and time [29]. Workflows in the translation industry have experienced a significant transformation in a way that speech technology is likely to contribute to further innovation [8]. Preliminary studies on speech based post-editing [14][15][16] show that provided that Automatic Speech Recognition (ASR) and MT output are of high quality and that the translators are competent with software (Computer Assisted Transla-
tion (CAT) tools, MT suggestions and ASR toolkits such as Dragon [9]), speech based post-editing can be a promising approach which can result in performance gains in the translation workflow. However, for speech based post-editing to be used by translators, this modality has to be properly introduced to them. For that, translation trainers should analyze behaviors of speech based post-editing and translation, to then use that knowledge to improve their courses on translation training.

In this paper we demonstrate COPECO [22], a speech-enabled platform developed for collecting learner translation/post-editing corpora and for helping translation teachers annotate and learn student post-editing behavior. First we give an overview of speech based translation/post-editing in previous studies, leading towards the rationale behind our work and then we demonstrate the design of our setup and its functionalities.

2 Speech-based PE

Computer Assisted Translation tools are mostly based on traditional input such as keyboard and mouse [27]. However, the translation industry constantly seeks ways to improve speed and quality by incorporating various technological advancements into translation workflows [3][21][24].

One such technology is Automatic Speech Recognition (ASR) which automatically transcribes spoken input into text[7]. As a result, a large body of literature has explored the integration of ASR into translation processes and the ways in which speech technologies can be effectively utilized in translation[8][10][20][25][27][32][34]. Previous studies described successful use of ASR by freelance translators, with more productivity, allowing for "more flexible, translator-centered, ergonomic workflows and workspaces"[6][7]. Commercially available CAT tools have started offering integration with ASR systems as well, aiming for increased productivity and ergonomy during the translation process. Some examples are memoQ [19] combined with Apple’s speech recognition service or Matecat combined with the ability to dictate the translation[17][18]. With some other CAT tools [30], commercial ASR systems for dictation, such as Dragon Naturally Speaking[9] can be used.

Recent studies researched and surveyed [20] the potential of using ASR for post-editing purposes. A study investigating the effects on productivity and on a translator’s experience of integrating machine translation post-editing with speech technologies revealed that post-editing with the aid of a speech recognition system was faster than translating with the aid of a speech recognition system and also less tiresome (i.e., more ergonomic)[34]. Similarly, studies that looked into the possibility of using speech technologies for post-editing purposes in international organizations revealed translators were open to try speech-based post-editing as a new translation workflow [14]. Another study[11] found voice input more interesting than typing only when post-editing, as when some segments require major changes they could be dictated. If the post-editor is not a touch-typist, it was also found that the back and forth transfer of visual attention between source text, machine translation output and keyboard adds to the complexity of the task.
Many studies investigated the possibility of having multimodal interfaces to improve translation workflows, where ASR was a component. One study observes and analyzes translator experience (TX) with off-the-shelf voice-and-touch-enabled multimodal interfaces, as opposed to the interaction with traditional keyboard-and-mouse graphical user interfaces, to provide better recommendations for translation tool design [33]. Later, [27] developed a web-based translation editing interface that permits multimodal input via touch-enabled screens and speech recognition in addition to keyboard and mouse, which demonstrated the importance of the ASR quality rather than the features of the interface. [12] presented and evaluated the MMPE CAT environment that explores the use of speech commands, handwriting input, touch reordering, and multi-modal combinations for PE of MT. MMPE was later improved with additional speech and other facilities in the next version [13] along with some correction commands based on speech input. Unlike [27] which used a web-based interface, this environment requires specific hardware, which obliges the users to have this configuration in their translation environment.

These studies confirm that speech as an input modality does indeed provide promising improvements in the translation workflow, which supports it being included in the translator training process. Previous studies[2] mention current occurrences of audiovisual translation (AVT) modules incorporated in translator training programs, where use of ASR and TTS in AVT is specially studied in specialist courses. The study also emphasizes the importance of translator trainers being acquainted with the professional environment and the latest trends. There already exist courses such as Tradict Learn [28] which provides introductory courses to learn interactive translation (using voice) as well.

However, if we want to understand the frequent errors and behaviors of these modalities, it is necessary to analyze and understand translator data and statistics. Today, many tools exist for monitoring written-based PE (e.g. PET [1]), but when it comes to analyzing speech based inputs for translator training, there are only a few examples. Workbenches like Matecat [17] enable speech based input for translating via dictation [18], but do not contain enough data protection or the ability to revise using customized annotation schemes. A recent study experiments with the combination of speech synthesis and PE where they investigate the benefits and drawbacks of exposing students to novel technologies and practices such as synthetic voices and PE early, and the role these interactions can play in translator training [4]. However, very few have considered using data for inferring translator training techniques on ASR based techniques.

3 COPECO Design

Most previous studies on speech based post-editing and translation have been based on tools that require specific hardware requirements based standalone applications and other studies require commercial license based software such as Dragon[8] and Trados Studio workbench [30]. For our work, we chose the tailor-made open source PE platform COPECO [22] to integrate speech recognition. COPECO was originally
developed as a project to collect post-edits produced by students and teacher corrections and to structure the task of translation error annotation. The aim of COPECO is to translation teachers with an online post-editing platform, designed to help them to annotate student post-editing tasks using a shared or personalized annotation scheme. In the long run, data collected from a platform like COPECO can also be used to analyze how post-editing tools can impact the translation industry economy.

These features made COPECO a suitable platform to integrate speech so that speech based translation or post-editing can be done. Currently, speech integrated COPECO web based platform allows the translation trainers to assign tasks with text to students to translate and their machine translation suggestions. The student can then translate from scratch or post-edit the translation, using either typing, speech, or a mix of both. Once the task is translated, the student can submit the task to the teacher. The teacher can then correct the task using systematic translation error annotation [23]. Previous studies have worked on defining frameworks on error analysis of MT [31] or ASR[26] outputs. COPECO allows error annotation with predefined translation schemes or their custom annotation schemes. COPECO also allows to visualize the corpus with the translations, corrections, reference translation (if it exists) as well as the annotations. It simultaneously builds an open source student post-editing corpus by collecting post-edits produced by student and teacher corrections. All data are collected and can be anonymously shared.

For speech integration, we used a publicly available ASR engine powered by Google Web Speech, which connected to our tool via an application programming interface (API)[5]. The Web speech API only allows speech recognition, and no commands were available for post-editing. So an initial set of speech commands used for post-editing were developed. Some of the commands developed for English include "clear segment", moving the cursor to specific locations, selecting a word/phrase and replacing it, deleting words/phrases, saving a segment and moving to the next segment. Table 01 shows a subset of the speech commands that works for English language. Similarly, speech commands can be developed for any other target language that we would need to use speech based translation and post-editing tasks.

Table 1. Example set of speech commands for post-editing in English

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;ABC&quot;</td>
<td>Inserts ABC in the current cursor location.</td>
</tr>
<tr>
<td>&quot;Select XYZ&quot;</td>
<td>Highlights XYZ (can be a word or a phrase).</td>
</tr>
<tr>
<td>&quot;Undo Highlight&quot;</td>
<td>Removes the highlighting of XYZ.</td>
</tr>
<tr>
<td>&quot;Delete that&quot;</td>
<td>Deletes the highlighted word/phrase.</td>
</tr>
<tr>
<td>&quot;Begin line&quot;</td>
<td>Moves cursor to beginning of segment.</td>
</tr>
<tr>
<td>&quot;Finish line&quot;</td>
<td>Moves cursor to end of segment.</td>
</tr>
<tr>
<td>&quot;Next/Previous Segment&quot;</td>
<td>Saves the current segment and then moves to the next/previous segment.</td>
</tr>
<tr>
<td>&quot;Save segment&quot;</td>
<td>Saves the current segment.</td>
</tr>
<tr>
<td>&quot;Clear segment&quot;</td>
<td>Clears text in the current segment.</td>
</tr>
<tr>
<td>&quot;Comma&quot; &quot;Period&quot; &quot;Question mark&quot; &quot;Semicolon&quot; etc.</td>
<td>Inserts punctuation marks &quot;,&quot; &quot;.&quot; &quot;?&quot; &quot;;&quot; in the current cursor location.</td>
</tr>
</tbody>
</table>
Figure 01 shows when the student has opened the PE task, where the source language is French and the target language is English. The student can speak (by clicking the microphone image), type or speak commands for each segment. In a PE task, the MT suggestions that were included when the task was created will appear on the target (right) side. In a translation task, the target side will be empty by default (the MT suggestion can however be made visible below the source segment by clicking a button, if needed.)

![Figure 1. Student view of a task assigned by the teacher](image)

Figure 02 shows when a student uses spoken post-editing in the second segment. The student has switched the microphone on and had asked via a speech command to select the phrase “exceptions allowed”, which is highlighted. The speech command is printed below, under Speech Commands, with a time log. Once a segment is selected, the student can either delete, replace or undo the selection.

![Figure 2. Using spoken commands to post-edit the segment (e.g. "select exceptions allowed")](image)

As shown in Table 01, some other spoken commands can be used to move in between segments, save segments, clear the entire segment, move to beginning and end of the segment and to speak out punctuation marks. Some other sub commands perform capitalizing the beginning of the sentences/specific words and phrases. All these commands can be developed for other target languages as well upon need.

Once the translations are complete, the student submits the task. The submitted tasks will be sent to the corrector/teacher, along with the statistics of each segment: the number of keystrokes, time taken and average statistics of each task as well. The corrector will then annotate the errors using pre-defined/pre-imported error annotation.
schemas. Figure 03 shows the corrector annotating a terminology error in one of the segments.

![Fig. 3. Corrector annotates a terminology error found in the translation](image)

Once the correction task is complete, detailed information and statistics are provided on the type and description of corrections made. Figure 04 displays one such log, where it shows the reference, source, machine translation target, postedit and the corrections made by the teacher, along with the type of error annotation. These statistics on both translator and corrector side, along with the corpora, allow translation trainers to better understand spoken translation/post-editing behavior.

![Fig. 4. Detailed information and statistics on post-editing tasks and error annotation](image)

### 4 Conclusion

In this paper, we present the different functionalities of COPECO, a speech input enabled online teaching and learning platform developed to collect learner translation/post-editing corpora as well as to learn speech based translation and post-editing behavior and statistics. Future work includes adding new custom voice commands when needed for multiple languages and improving the usability of speech modalities, based on user feedback. While currently we use Google Web Speech API, we can also integrate other ASR services in the future. This would make this platform also able to be used to compare post-editing behaviors (productivity, fatigue and engagement) based on different speech recognizers and different translator profiles.
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Abstract. The final stage and the demo of the National Language Technology Platform (NLTP) developed within the CEF action of the same name is presented in this paper. The action aims at combining the most advanced language technology tools and solutions in a new state-of-the-art, artificial-intelligence-driven, web-based national platform for language technology oriented primarily towards users from public administrations of partner states. The Platform combines into a single framework the CAT tools, the TMs usage and management, the terminology management, several different MT engines and other language technology modules.
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1 Introduction

The paper presents the final stage on the CEF action National Language Technology Platform (NLTP). The general aim of the action is to combine the most advanced Language Technology (LT) tools and solutions in a new state-of-the-art, artificial-intelligence-driven, web-based national platform for LT. The action is in its final stage with the fully functional systems being deployed at the level of partner states.
(Latvia, Croatia, Estonia, Iceland, and Malta). In parallel, the planned data collection has been completed and consequently the machine translation (MT) systems training is also finalised. The paper is structured as follows: in Section 2 the previous projects and related work are presented. The targeted users are described in Section 3 while the details of the development process are given in Section 4. In Section 5 we provide the information about the NLTP sustainability and possible future directions.

2 Related work

The developed solution in NLTP¹ builds on the already existing hugo.lv platform and the results of the EU Council Presidency Translator (INEA/CEF/ICT/A2018/1762093)² action, which have proven beneficial over multiple years of active use. However, these two predecessors have been substantially extended into NLTP in order to provide public administrations, SMEs and the general public with secure access to high quality MT and integration with computer aided translation (CAT) tools, e-mail and web plug-ins etc., for translation of texts, documents and web pages. At this stage the set of offered services is considered final, but the modular design of the platform allows it to be enriched with additional LT services beyond this initial set. The NLTP modules and the overall structure of the platform are presented at Figure 1. The broader context and the introduction to NLTP can be consulted in two previous papers [2, 3] where motivation and overall view has been presented.

3 Users

In its final form NLTP is adapted, localised, and sustainably deployed by the public administration bodies in partner states, while its development is supported at the same time by local research institutions as complementary partners. In the case of Iceland and Estonia, the research partners were given the role of public authorities as well. Additionally, the NLTP was customised to the specific needs of public administrations so it provides translation using our own MT systems, but it is also additionally linked to eTranslation³ services, thus enabling translations into and from the 24 official EU languages and other languages offered by eTranslation.

After the user needs were modelled following the estimated overall general needs, the additional specific requirements have been collected through a survey about LT needs and expectations in the public administration, that has been run in partner states. The example of such analysis of the survey in Croatia was presented in [1]. According to this survey e.g. 67% of users were familiar with CAT tools and 33% with MT, in 45% of institutions no LT is being used, the most useful LT in public administration are CAT tools (29%) and MT (11%).

¹ https://nltp-info.eu
² https://presidencymt.eu
³ https://ec.europa.eu/digital-building-blocks/wikis/display/CEFDIGITAL/eTranslation
The NLTP increases the efficiency of translation, the reuse of translation memories and the use of the existing high-quality MT technologies. Additionally, the action also integrates speech technologies for selected languages with automatic speech recognition and/or text-to-speech services. However, speech modules are not available for all languages at this moment since for some of them no such modules exist at all.

4 Development

Beside already customary services in the form of MT for pasted text and uploaded documents, the NLTP also provides additional valuable services such as a professional translation environment in the form of CAT tool integration through a simple-to-use online access in a plain browser and coupled with a number of other technological solutions, such as a translation widget, browser plugin, commercial CAT tool plugins, etc. This set of services ensures the widest possible reach to the users since these services could cover the needs of many users when they have to deal with the multilingual content. Providing public administration employees with a free, easy-to-use professional translation environment will further increase their productivity by creating a
cycle of use and reuse of translated content through translation memories (TM) accumulated in the process.

The platform also integrates services for terminology management linked with national terminology databases, as well as common European IATE\(^4\) terminology database.

NLTP features MT systems tailored to the specific domains of administrations following their specific language, terminology, and communication styles. Examples of domains are legal, financial, medical and other areas of public administration that feature specific use of language. Customization maximizes translation quality for the local languages of the hosting country.

Each national variant of NLTP has been adapted according to the desired visual template, the interface and the help system have been localized in the national language, while for international users the interface in English is also available.

For each national variant a technical solution was packed in a Docker\(^5\) installation and it has been integrated into the existing digital services at the national level.

### 4.1 Deployment

The platform was developed according to the common overall concept, but since the current eGovernment systems in partner states differ substantially, for each partner state a deployable variant had to be adapted to the needs of public administrations at the national level.

An example of such variant of deployment in Croatia can be seen in the Figure 2 and Figure 3. For instance, in Croatia the NLTP became an integral part of horizontal digital eGovernment services that are accessible by everyone working in the public administration at any level: national, regional and local. Also, this horizontal services are offered to anyone who has the authentication and authorisation privileges for lowest level of eGovernment services and this practically encompasses the whole public sector. There are also plans to offer these services to SMEs.

The similar deployment was conducted in other partner states, but adapted to their specific conditions and needs.

### 4.2 Additional datasets

Additionally, a number of domain-specific parallel datasets has been collected for five languages (Latvian, Croatian, Estonian, Icelandic, and Maltese) coupled with English. These datasets will be made available through the ELRC-SHARE\(^6\) repository in the Translation Memory eXchange (TMX) or similar compatible format. Since the sources of data are predominantly coming from the public domain, the data will be accessible under permissive licences.

\(^4\) https://iate.europa.eu
\(^5\) https://www.docker.com
\(^6\) https://elrc-share.eu
Fig. 2. Example of deployment in Croatia named Hrvojka, available at https://hrvojka.gov.hr. The typical MT service for translation of pasted text or uploaded document is presented with the web interface set to English for presentation clarity.

Fig. 3. Example of deployment in Croatia named Hrvojka, available at https://hrvojka.gov.hr. The CAT service running in a plain browser is presented with the web interface set to English for presentation clarity.
5 Sustainability and Future Directions

The public administration partner institutions are responsible for the sustainability of each national NLTP after the action ends. This has been provided by securing its inclusion into the national infrastructures for eGovernment as cloud services. This will enable multilingual access to and by public administrations, while, at the same time, the integration with public digital services offered in languages of the EU and EEA will be fostered.

For future research and development directions, similar platforms could be developed and deployed for other EU member states, and in this respect this action can be regarded as the proof-of-concept.

Also, with the introduction of new European language data sharing and processing initiatives such as Language Data Space and European Data Infrastructure Consortium being established for the language data, it is expected that services similar to NLTP would become more frequent and more readily available.
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Abstract. The measurement of machine translation (MT) performances is an unsolved issue in NLP. This task can be done by a human but the time cost and the need for skilled workers to do it rise the necessity for automatic ways to measure the quality of a translation. In this work, we aim to develop a new methodology for measuring the quality of MT results from a syntactic point of view. The idea takes as a theoretical framework the work of Harris about the decomposition of sentences in elementary units called kernels. Our model parses Spanish sentences and UNL (Universal Networking Language) Graphs with a rule-based methodology and divides them into units of information. Comparing those units the model measures the quality of the translation. Our results show that decomposing the sentences in minimal syntactic units could improve the evaluation performances also without a lexical/semantic analysis.
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1 Introduction

Quality measurement has been an issue in the translation field for a long time. Traditionally, quality measurement has been performed by specialized workers who have spent a significant amount of time on those tasks. This issue characterised Machine Translation (MT) since its introduction. Assessing the quality of a translation is a problem that has yet to be solved in MT and NLP.

A great number of quality metrics have been introduced to evaluate MT results [21], but in many cases, they need reference translations and therefore they are not fully automatic. Nowadays, measuring sentences without their reference translation is an unresolved task.

The goal of this article is to automatically assess the quality of a translation at the syntactic level. Future studies could broaden the system to include a semantic-level measure of translation quality. We chose to measure the translation from the Spanish Language to the UNL (Universal Networking Language) interlingua, namely the U3+ implementation of the UNL language.
In the syntactic representation of sentences, each word is tagged with POS description, head dependencies and relation description. Evaluating the MT at the word level is unreliable because, in many cases, the concept could be expressed by a multiword expression or the meaning of a word could be defined only at the sentence level by its context. For example, the Spanish verb *abatir* take a different meaning when used in a psychological sense (*la película me ha abatido*, "the movie got me down") or in a concrete sense (*la grúa ha abatido el edificio*, "the crane has brought down the building").

In his work [16] Harris proposes to reduce complex sentences in kernels, i.e. elementary sentence units, to summarize scientific texts. Our idea is to set up a set of rules for sentence decomposition inspired by Harris’ transformations in order to decompose the sentence into a graph of elementary structures. Those structures are larger than words and contain all the elements that allow a correct interpretation of the meaning of each linguistic element in the sentence. In addition, decomposing the original sentence and its translation with the same rules, allow us to compare their syntactic structures easily.

Our work focuses on the syntactic similarity between the input sentence and its UNL representation. Hence, testing translation quality at the syntactic level. Matusov et al. [20] provide an example of measuring the quality of a translation by dissecting the sentence.

The paper is structured as follows: in Section 2 we describe the state of the art in the field of quality measurement in MT. Section 3 illustrates what are the Universal Networking Language (UNL) and its qualities. Section 4 outlines the theoretical mark of the work. Section 5 describes the model implemented to automatically measure the quality of translation. Section 6 describes the outcomes of the experiments and in Section 6 conclusions are explained.

### 2 State of the art

Interlingual Machine Translation (IMT) is based on 2 steps [25]: first, the input sentence is transformed into an interlingual representation (this model is called Encoder, ENCO); second, the interlingual representation is translated to another language using a Decoder (DECO).

This ENCO-DECO model’s still used nowadays for new interlingual representation. One of them is UNL (Universal Networking Language), an interlingual representation proposed by Uchida [33]. UNL is based on conceptual graphs. The nodes are Universal Words that represent concepts while the edges express semantic relations. UNL is still growing with new specifications, amplifying the range of semantics relations and the universal words’ features as UNL++ [1] or U3+.

There are a few systems of machine translation based on UNL, such as Saravanan’s Tamil enconverter [9], Kumar’s Sanskrit enconverter [28] or Geetha’s Tamil deconverter [8] and the Shi and Chen’s Chinese deconverter [26].

UNL expressions can represent the meaning of a sentence in any language. Moreover, the UNL language is unambiguous. Therefore it can be decomposed
into little units of meaning which represent linguistic patterns. Cadeñosa sug-
gested using these patterns for encyclopedic information extraction [2].

Moreover, this kind of decomposition can be useful for syntactic analysis,
similarity measurement among sentences, and translation. Examples of UNL
applications for translations have been presented by Mellebeck and Owczarzak
[22] while Wang, Mi and Ittycheriah [34] used UNL for sentence comparison.

Nowadays, the problem of evaluating the quality of translation is the need
for a canonical form to compare the results [4]. However, there are several fully
Automatic Machine Translation Evaluation (AMTE) metrics. They can be clas-
sified into five categories [4]: lexical [31, 23], character [30], semantic [18, 24],
syntactic [3, 13, 19, 5], and semantic-syntactic metrics [7].

Among syntactic AMTE metrics, MaxSIM [3], Helpor [13] and HWCM [19]
use dependency parsing and POS tags to compute the similarity between two
sentences, overlooking semantic information. Guzman proposes to add discourse
structures to the quality measure metrics [11]. Guzman demonstrated the ad-
vantage of using discourse structures with kernels [10] and with neural networks
[12].

3 Universal Networking Language (UNL)

UNL is a universal language based on the theory of conceptual graphs [29] which
describe lexical semantics and knowledge without ambiguity.

Since it is an interlingua, UNL needs an encoder-decoder architecture. As
explained by Uchida in his work [33] UNL has the following elements:

– Universal words (UW) which are the nodes of the UNL graphs. They rep-
resent a concept identified by an English word and by a set of restrictions
which disambiguate it.
– Relations, which are the links between nodes. They are semantic relations
which also mark the syntactic structure of the graph. There are limited types
of relations such as causality, temporary, etc.
– Attributes, which specify morpho-syntactic among other features from the
nodes such as number, tense, etc.

The shape of a UNL graph is depicted in figure 1, together with its textual
representation.

4 Linguistic Theory

The linguistic theory of Zellig Harris introduced the concept of "transformation"
as rules of correspondence between different sentences. In Harris’ theory [14, 15]
sentences are based on a relation among two kinds of linguistic elements: Op-
erators and Arguments. Operators are high-level elements which determine the
syntactic structure of the sentence by selecting specific arguments. For example,
the operator "to eat" selects an argument which represents who eats and an
argument which indicates what is eaten. The relation among Operators and Arguments "gives a word-sequence the capacity to express fixed semantic relations among its words". It is realized into the Kernel Sentences, namely sentences that include only the elements required by the operator.

Harris identified a series of fundamental transformations that allow kernels to be derived from any sentence. In all these transformations, the partial order and the “major elements of meaning” are preserved [15, p. 290]. Basic transformations include:

- zeroing or reduction of elements deductible from the context (John is coming but Mary is not → John is coming but Mary is not coming).
- permutation of word-classes (This the teachers deny → The teachers deny this).
- single-word adjuncts (He is very slow → he is slow).
- sentence nominalization (John’s anger surprised me → John is angry).
- conjoined sentences (The concert was given inside because it was raining → the concert was given inside + it was raining).

Harris identifies seven kind of kernels which can be resumed as:

1. NvV in which V does not accept a direct object nor an indirect argument (Mary sleeps, Mary is sleeping);
2. NvVPN where P N is a prepositional complement which is an argument of V (Mary goes to the park);
3. NvVN (Mary eat a pizza);
4. NbeN (John is an engineer);
5. NbeA (John is intelligent);
6. NbePN (The table is in the kitchen);
7. NbeD (The lesson was yesterday)

Harris [17] affirmed that transformations and reduction to kernel sentences can be easily used in Information Retrieval Tasks. In fact, it is possible to compare kernel sentences to detect repeated information in texts, since reducing a
complex sentence into a kernel graph helps to find nuclear information units that, in presence of the same lexicon and syntactic structure have exactly the same meaning.

5 The proposed model

Sentence decomposition can be used to measure the similarity between sentences. Our model decomposes the input Spanish sentence and its UNL representation in kernels to see if they are similar at a syntactic level. Relations among kernels are stored in a kernels graph. In particular, our measure of similarity is calculated by comparing the number of kernels, the shape of the graph, and its relations.

5.1 Decomposition of Spanish sentences

The decomposition of the Spanish sentences in a kernels graph starts with a syntactic analysis of the sentence. We used Stanford’s CoreNLP Parser [6] to perform the syntactic analysis. Apparently, the use of a parser subordinates the results of our model to the precision of the parser. We chose a selected group of sentences for which the syntactic analysis did not present errors to exclude the influence of parsing errors in the evaluation of our metric.

The sentence decomposition is subdivided into four main processes that work in sequence:

1. Unification of group of words
2. Identification of subordinate sentences
3. Identification of kernel structures
4. Generation of kernels’ graph

Unification of group of words In this step, we select terms that are syntactically dependent on the same head. We unify in the same group the CoNLL rows of nouns, verbs or prepositions with the elements that depend on them. With this operation, we will be able to use those groups as arguments in the following steps.

Starting from the identification of the heads of those groups, we employed syntactic relations to detect connected elements of the same group. Table 1 shows the syntactic relationship that characterizes the linguistic pieces that will be associated with each head. The heads are identified by POS tags while connected words by dependence descriptors (and, rarely, NOUN and SYM POS tags). Adverbs are always attached to the group. The words that belong to the same group are then merged together. The group inherits morpho-syntactic and semantic information from the HEAD.

For example, the Spanish sentence la lectura del libro fue rapida ('the reading of the book was fast') is represented in the CoNLL structure illustrated in table 2.
Table 1. Rules of group-words unification: for a description of the Universal Dependency Relation and POS tags consult https://universaldependencies.org/format.html

<table>
<thead>
<tr>
<th>Head</th>
<th>det</th>
<th>amod</th>
<th>case</th>
<th>nummod</th>
<th>aux</th>
<th>cop</th>
<th>NOUN</th>
<th>SYM</th>
<th>fixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOUN</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NUM</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRON</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PROPN</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VERB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADJ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. CoNNL of the sentence la lectura del libro fue rapida before the Unification of group of words

<table>
<thead>
<tr>
<th>ID</th>
<th>Token</th>
<th>POS</th>
<th>HEAD</th>
<th>DEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>la</td>
<td>DET</td>
<td>2 det</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>lectura</td>
<td>NOUN</td>
<td>6 nsubj</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>del</td>
<td>ADP</td>
<td>4 case</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>libro</td>
<td>NOUN</td>
<td>2 nmod</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>fue</td>
<td>AUX</td>
<td>6 aux</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>rapida</td>
<td>ADJ</td>
<td>0 ROOT</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The CoNLL of la lectura del libro fue rapida after the Unification of group of words

<table>
<thead>
<tr>
<th>ID</th>
<th>Token</th>
<th>POS</th>
<th>HEAD</th>
<th>DEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>la lectura</td>
<td>NP</td>
<td>6 nsubj</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>del libro</td>
<td>PP</td>
<td>2 nmod</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>fue rapida</td>
<td>VP</td>
<td>0 ROOT</td>
<td></td>
</tr>
</tbody>
</table>

The system takes as HEADs the Nouns lectura 'reading', and libro 'book', and the Adjective rapida 'fast'. The noun lectura will be unified to its determiner la 'the' because they are related by a det arc. The final result is a Noun Phrase (NP). The resulting structure is shown in table 4.

Identification of subordinate sentences The second step regards the recognition of subordinates from the main clause. Our system detects subordinates, splits the original sentence into different periods, and recognizes the type of subordination involved. We select Subjective, Objective, Prepositional/Adverbial and Relative clauses.

Taking the verb as a marker, the system captures all the elements involved in the subordinate by searching connected linguistic elements. Then, syntactic relations are used to classify the sentence. We use csubj relations for subjective clauses, ccomp for objective clauses and advcl, acl, xcomp and conj for all the other subordinate clauses4.

The input for the sentence el insecto que aplasté era una cucaracha 'the insect I squashed was a cockroach' is shown in table 4.

The system loop searches for a subordinate marker in the DEP column of the sentence until it finds the acl in row 4. All the elements pointing to the element with ID 4 are then stored in a list. Subsequently, the same operation is

4 https://universaldependencies.org/u/dep/index.html
repeated for each new element of that list. When there are no new elements in the variable, the algorithm stops and generates a sentence for each subordinate. In the example above, the elements are the relative sentence que aplasté and the main sentence el insecto era una cucaracha.

Identification of kernel structures To detect what is part of a kernel sentence (an argument of a specific verb), we need a list of verb structures that specify the number and the kind of arguments they select.

For our experiment, we manually extract a list of 2934 Spanish verbs each of which was annotated with its essential syntactic structure. The structures were the following:

- 0V (12 intransitive verbs with no complements or subject as "llover", to rain)
- NV (373 intransitive verbs with subject as "dormir", to sleep)
- NVN (1866 transitive verbs with the direct object as "comer", to eat)
- NVPN (59 intransitive verbs with one prepositional complement as "mentir", to lie)
- NVVPN (624 transitive verbs with a direct object and a prepositional complement as "decir", to say)

Since the Spanish version of the Standford Parser does not perform Lemmatization\(^5\), we automatically inflect the terms in the list to associate the structures with all the inflected forms of each verb. We use the software NooJ [27], which provides basic resources for the Spanish language, in order to generate a complete inflected dictionary of verbs.

For each sentence, the algorithm searches for the verb and extracts its argument structure from the dictionary. This structure indicates what complement is not an argument, following the rules shown in Table 5.

If we take as an example the sentence "Antonio durmió todo el día en la cama" (Antonio slept all day in the bed), the algorithm detects three kernel sentences: a) Antonio durmió (Antonio slept), because the verb to sleep have an NV structure; b) (el dormir fue) todo el día ((the slept was) all day) and c) (el

\(^5\) https://stanfordnlp.github.io/CoreNLP/human-languages.html

<table>
<thead>
<tr>
<th>Structure</th>
<th>obj</th>
<th>nmod</th>
<th>obl</th>
<th>obj</th>
<th>advmod</th>
<th>appos</th>
</tr>
</thead>
<tbody>
<tr>
<td>0V/NV</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>NVN</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>NVPN</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>NVVPN</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

dormir fue) en la cama ((the slept was) in the bed), because they represent two obl complement.

Generation of Kernel’s Graph All the kernels generated are organized as a graph. Each node represents a kernel which is connected to another kernel by a relation in an expression of the kind RELATION(A,B). The list of relations is the following:

- SUBJ arcs, which includes subjective sentences (A: "me entristece" (it saddens me); B: "que te vayas" (that you are leaving); SUBJ(B,A));
- OBJ arcs, which includes objective sentences (A: "Antonio dijo" (Antonio said); B: "que le gustaban los coches" (that he like cars); OBJ(B,A));
- COMP arcs, which includes prepositional sentences (A: "Antonio iba" (Antonio was going); "a coger el coche" (to get the car) COMP(B,A));
- AGG arcs, which includes circumstantial complements (A: "me comeré una pizza" (I will eat a pizza); B: "en mi restaurante favorito" (in my favourite restaurant); AGG(B,A));
- ARC arcs, which includes adjectival, prepositional or adverbial phrases dependent from a non-verbal phrase (A: "la lectura fue rápida" (the reading was fast)); B "(la lectura fue) del libro" ((the reading was of the book); ARC(B,A));
- REL arcs, which includes relative sentences (A: "el restaurante" (the restaurant); B: "que más me gusta" (that I like the most); REL(B,A));
- MARK arcs, which includes modal, causal, final or other subordinate sentences (A: "iba hacia el coche" (I was walking towards the car); B: "cuando oí un disparo" (when I heard the shot); MARK(A,B));
- CONJ arcs, which includes coordinated sentences or phrases (A: "Antonio dormía" (Antonio has slept); B: "mientras su mujer sonaba" (while his wife played); CONJ(A,B));

The final graph includes kernels (the linguistic units) and relations. In the next sections, we will illustrate how the comparison with the UNL kernel’s graphs is performed and how we score the translation precision score.

5.2 Decomposition of UNL sentences

The decomposition of the UNL sentences is done by a shallow parsing technique, guided by the analysis of the sentence with pattern detection. The shallow pars-
ing technique is based on a knowledge base of patterns which is processed by a pattern searcher. The patterns of the knowledge base follow the next structure:

- A first part where we declare the content of the pattern’s nodes.
- A second part where we declare the relationships between nodes and the nodes they relate.

As an input, the method receives a UNL graph in text form as in the figure 1. The aim is to decompose the graph in patterns to observe its internal structure. This structure represents the syntactic structure of the UNL graph because it shows the relations between the Universal Words. In figure 1, for example, the relations of the predicate look back are expressed by an agt (agent) relation (people), a obj (object) relation (past) and other modifiers (man (manner) - often, tim (time) - turn which includes another sentence).

Decomposition of the UNL Graph In the decomposition steps, the system searches for the verbs’ complements to detect the syntactic structure of the sentence. For example, the pattern that searches for the structure of a type be verb relates the nodes 2 and 3 which represent its subject and object 2.

1:.*?>be.*?).*?
   aoj:(.*)?(1,2)
   obj:(.*)?(1,3)

This pattern would represent the graph of figure 2.

Fig. 2. Graph pattern

Redundant Information Pruning At the end of the detection phase, the information enclosed in the captured patterns can overlap. For example, we might find a pattern which includes a subject and an object (aoj-obj) and another pattern which includes the same subject and object with an object modifier (aoj-obj-mod). In this case, we include in the list of patterns only the one which contains more information.
Special patterns As mentioned before, we aim to capture the biggest patterns in the expression. Nevertheless, a smaller pattern can be part of a bigger one. In this case, we planned a specific step in which we split the bigger patterns into more units.

Generation of the Graph Once we have all the occurring patterns in the input graph we relate them to create the rest of the output. The relations between the patterns are the same used for the decomposition of the Spanish sentences. We use the same output model explained in the section 5.1. We give an incremental letter to each relation found as an identifier (ID). In order to relate those kernels we look to the first or last node of every kernel. Kernels with the same first or last node are related. Other relations such as MARK are done by searching specific relations inside the UNL structure.

We find all possible patterns inside the graph, as shown in the example in Appendix 8. The steps employed in the process are the following:
1. the system searches for the patterns in the graph.
2. After that the system prunes the redundant information from the list of kernels.
3. The list of matches is completed with the special patterns, created to solve conflicts that arise with the growing up of the knowledge base.
4. Remaining kernels are associated with each other.
5. Finally, the system orders the list of kernels by their ID.

5.3 Measuring the likeness between graphs

After breaking a text into kernels, we must compare those kernels to determine their similarity.

To compare the sentences we take both graphs (Spanish and UNL) and compare them using a metric created for that purpose. The metrics take into account the number of kernels detected, the relations in which they are involved and the name of the arcs of that relations.

The metric used is based on the mean of three indices:

1. \( NK \): the number of total standard kernels
2. \( S \): the shape of the graph
3. \( C \): coherence of the relation tags

The \( NK \) index is calculated as the ratio between the number of total standard kernels contained in the two sentences.

The \( S \) index takes the shape of the graph into account as an index of correspondence between the two sentence graphs.

\[
S = \frac{N - D}{N} \tag{1}
\]

\( S \) is a 0-to-1 index in which the Relation Difference \( D \) measures the distance between the two graphs. \( N \) represents the number of detected kernels of the
larger graph. With \( k_{10} \ldots k_{1n} \) as the number of kernels that appear zero or more times in the first graph and \( k_{20} \ldots k_{2n} \) ad the number of kernels that appear zero or more times in the second graph \( D \) is calculated as:

\[
D = \sum_{i=0}^{n} \frac{|k_{1i} - k_{2i}|}{2} \tag{2}
\]

The difference between the two graphs is calculated as the number of relations in which each kernel participates. In this way, we don’t need to know the nature of each kernel, but we may compare their relationships through the graph. Because each difference affects the measure twice, the final value is divided by two. The index is calculated as the correct percentage of the kernel’s graph.

The \( C \) index focuses on the edge typology that connects the kernels. We distinguish four types of relations:

- Type 1: relationship of the kind \( ARC, MARK \), and \( REL \). Noun and verb modifiers of any kind are included in these relationships. Relative sentences are also included because they can be translated as a nominal modifier in some cases.
- Type 2: \( OBJ, COMP \), and \( AGG \) relations. This list includes both simple and complex verb complements. We also included objective sentences because the syntactic structure of the verb might be transitive in one language and intransitive in another (for example, the verb \( to \) call, "llamar", in \( Mark \) called \( John \) by telephone correspond to "Mark llamó a \( John \) por teléfono" in Spanish).
- Type 3: \( CONJ \).
- Type 4: \( SUBJ \).

The formula of \( C \) is the same as that used for the formula of \( S \), but \( N \) denotes the maximum number of edges on the graph, and the score for \( D \) is determined differently:

\[
D = \sum_{i=0}^{n} \frac{(|k_{1i} - k_{2i}|) \times 0.3 + (|k_{1i} - k_{2i}|) \times 0.5 + (|k_{1i} - k_{2i}|) + (|k_{1i} - k_{2i}|)}{2} \tag{3}
\]

We assigned a confidence value to each of the four types of relations identified: type 1 (t1) has the lowest weight (0.3) because these types of relations are relatively common and their recognition is frequently erroneous. The confidence weight for type 2 (t2) relationships is 0.5. Because subjective sentences and conjunctions substantially characterize the sentences, type 3 (t3) and type 4 (t4) have a weight of one. Furthermore, the decomposition process does not make mistakes in recognizing those structures.

To clarify the stages involved in calculating the final value of similarity we will take as an example the sentence "El hermano de Antonio llamó a la policía mientras se escapaba" (Antonio’s brother called the police while he was running away). The Spanish sentence will be divided into the following list of kernels:
1. A: el hermano llamó a la policía
2. B: el hermano es de Antonio
3. C: llamó mientras se escapaba
4. R1: ARC(B,A)
5. R2: COMP(C,A)

Assuming that the translation in UNL was the same as the one in English that follows:

1. A: the brother called the police
2. B: the brother was Antonio’s
3. C: while he was running
4. D: the running is away
5. R1: ARC(B,A)
6. R2: COMP(C,A)
7. R3: ARC(D,C)

the ratio between the number of total standard kernels is equal to 3/4 = 0.75. To calculate the relation difference \( D \) for the index \( S \) we must look at the graph in table 6. The value \( D \) is equal to 0.5 and the difference between the shape of the two graphs is equal to \((4 - 0.5)/4 = 0.875\).

**Table 6. Number of labels per number of relations**

<table>
<thead>
<tr>
<th>Relations</th>
<th>Spanish</th>
<th>UNL</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 7. Type of relations per number of relations**

<table>
<thead>
<tr>
<th>Relations</th>
<th>Spanish</th>
<th>UNL</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>t2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>t3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>t4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

For the index \( C \) we calculated the number of relationships that belongs to the four families (table 7). The score of \( D \) in this case is \((4 - 0.15)/4 = 0.98\).

The equivalence score between the two sentences is the mean of the three values: 0.867.

### 6 Experimentation

In order to test the proposed model we ran an experiment in which we calculate our metric across 100 sentences collected from the ELRC-1082-CNIO v1 Corpus [32], a corpus of Spanish scientific paper translated into English. The corpus was converted to UNL language and processed as explained in previous sections.

The sentences used in this experiment have been extracted from a corpus of Spanish sentences labelled with their validated and correct UNL expression.
To assess the system's ability to detect incorrect translations, we assessed the model's precision over 200 sentence pairs, half of which were associated with the correspondent translation and the other half with a random text. To determine when a sentence is correctly translated, we must first create a threshold above which we can consider the translation to be correct. We examined four alternative thresholds in this experiment: 0.8, 0.75, 0.7, and 0.6.

The precision of the methodology is shown in table 8. We took as correct every correctly translated pair with a score higher than the threshold and every random pair whose score is below.

Table 8. Precision of the Methodology over truly translated sentence pairs and random pairs

<table>
<thead>
<tr>
<th>Threshold</th>
<th>True</th>
<th>Random</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.57</td>
<td>0.80</td>
<td>0.691</td>
</tr>
<tr>
<td>0.75</td>
<td>0.75</td>
<td>0.69</td>
<td>0.724</td>
</tr>
<tr>
<td>0.7</td>
<td>0.85</td>
<td>0.59</td>
<td>0.724</td>
</tr>
<tr>
<td>0.6</td>
<td>0.95</td>
<td>0.32</td>
<td>0.640</td>
</tr>
</tbody>
</table>

Table 8 shows that a threshold of 0.7 or 0.75 yields the best overall value. Despite the fact that we did not include the lexicon in our analysis, the model gets outstanding precision results. Especially with properly translated sentences.

The study of the results reveals that in many situations, a mistaken judgment on correct translation must be attributed to an incorrect parsing result. For example, the sentence "Utilizar el siguiente formulario para contactar con Elena" is translated correctly to UNL but receives a score of 0.67. In fact, the analysis of the Spanish sentence evidences the presence of 3 kernels, one of which is included in two edges and two included in only one edge. In UNL, there is only one kernel.

Analyzing the incorrect pairs, the errors' motivations could be chance, but they could also be parsing or decomposition faults. The sentence "Esto podría suponer un coste adicional y un retraso en la tramitación." (This could reflect an additional cost and delay in the entire process) (4 kernels), for example, achieves a score of 0.88 with the sentence "nuestros donantes tienen la oportunidad de disfrutar mientras realizan una contribución a buen fin" (our donors have the opportunity to enjoy their contribution for a good cause) (4 kernels). In table 9 we report the numerical analysis of the two sentences.

The two sentences generate the following kernel graphs:

- k1: Esto podría suponer un coste
- k2: adicional
- k3: y un retraso
- k4: en la tramitación
- r1 : ARC(k2,k1)
- r2 : CONJ(k3,k1)
- r3 : MARK(k4,k3)

- k1: our donors have the opportunity
- k2: to enjoy their contribution
- k3: for a cause
- k4: good
- r1 : OBJ(k2,k1)
- r2 : ARC(k3,k2)
- r3 : ARC(k4,k3)
Table 9. Comparing two not-related sentences

<table>
<thead>
<tr>
<th>Number of relations</th>
<th>Sentence 1</th>
<th>Sentence 2</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>t1</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>t2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>t3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>t4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Since the sentence graph has the same number of kernels and the same shape, the score of NK and $S$ are equal to 1.

Because the phrases differ in one element, the index C is equal to 0.66. Despite the fact that the two statements are made up of distinct words and have different meanings, they have nearly the same syntactic structure. We will strive to tackle this problem in the future by including a lexical similarity value.

7 Conclusions and future work

In this paper, we presented a syntactic strategy for automatically comparing translations without the need for a corpus of canonical forms or human labour. The results of the experiments reveal that the metrics can measure the likelihood of sentences in different languages at the syntactic level with a precision of 0.74.

Measuring merely syntactic similarities between two sentences can not avoid casual errors, because two sentences with the same structure can have entirely different meanings depending on the lexicon they contain.

For this reason, we shall expand the proposed metrics to include semantics. Kernel decomposition will also help with lexical/semantic analysis. In fact, kernels are language constructions that give the bare minimum of context and fixed relations among words. Using a lexical approach, we can compare kernels more easily than complex sentences because the syntactic elements in kernels must be the same number and type.

Furthermore, in order to enhance the present measure, we must address the reliance on the parsing mechanism. To avoid future failures, we will use a new method that does not rely on external resources. In fact, as we showed in Section 6, some of the problems are the result of parsing issues.

We must also compare our model to other commonly used state-of-the-art models and, if possible, improve our results by combining our technique with additional metrics such as Guzman’s tree structure comparison [11].
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8 Appendix I: UNL Decomposition example

The sentence "Estamos interesados en seguir con la campaña otro mes" is represented in UNL as:

```
 aoj(be(icl>be,aoj>thing,obj>thing).@entry.@present, we(iof>person))
 obj(be(icl>be,aoj>thing,obj>thing).@entry.@present, interested(icl>adj,com>interest,obj>thing))
 obj(interested(icl>adj,com>interest,obj>thing),
  continue(icl>act>do,equ>go_on,agt>thing,obj>thing,cob>thing))
 obj(continue(icl>act>do,equ>go_on,agt>thing,obj>thing,cob>thing),
  campaign(icl>operation>thing).@def)
 tim(continue(icl>act>do,equ>go_on,agt>thing,obj>thing,cob>thing),
  month(icl>period>time>thing,pof>year))
 mod(month(icl>period>time>thing,pof>year), another(icl>adj))
```

Step 1: we detect all the possible patterns of the UNL graph. Since there are too many we show three of them as an example:
Steps 2 and 3: we delete pattern 2 which is redundant (pruning). Then, we detect a special pattern in object 3 and we split it into two patterns.

Steps 4 and 5: we search for relations between patterns. then, we write them as kernels in order to produce a labelled output:

"A": "aoj(be(icl>be,aoj>thing, obj>thing).@entry.@present, we(iof>person))
obj(be(icl>be,aoj>thing, obj>thing).@entry.@present,
interested(icl>adj, com>interest, obj>thing))",
"B": "obj(be(icl>be,aoj>thing, obj>thing).@entry.@present,
interested(icl>adj, com>interest, obj>thing))
obj(interested(icl>adj, com>interest, obj>thing),
continue(icl>act>do, equiv>go_on, agt>thing, obj>thing, cob>thing))"
"C": "obj(interested(icl>adj, com>interest, obj>thing),
continue(icl>act>do, equiv>go_on, agt>thing, obj>thing, cob>thing))
campaign(icl>operation>thing).@def)"
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obj(continue(icl>act>do,equ>go_on,agt>thing,obj>thing,cob>thing),
campaign(icl>operation>thing).@def)

"D" : "obj(interested(icl>adj,com>interest,obj>thing),
    continue(icl>act>do,equ>go_on,agt>thing,obj>thing,cob>thing))
    tim(continue(icl>act>do,equ>go_on,agt>thing,obj>thing,cob>thing),
    month(icl>period>time>thing,pof>year))
    mod(month(icl>period>time>thing,pof>year),another(icl>adj))"

"E" : "ARC(A,B)"
"F" : "ARC(B,C)"
"G" : "ARC(C,D)"
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1 Introduction

The appearance of the Large Language Model (LLM) ChatGPT, which is web-based and looks to be capable of performing a wide range of language-related tasks, compels us to reconsider the digitised translation process, the tasks involved, and how they are carried out. The ability to interact with GPT3 as a chatbot, just as any other intelligent home assistant, appears to have new outcomes, and so does ChatGPT 4. The purpose of this paper is to investigate and evaluate the impact of LLMs such as ChatGPT on Human-Computer Interaction (HCI) in translation environments. To that end, we conduct a systematic study based on Tradumàtica's digitised translation process model [1] to determine whether this or future LLMs will be able to: 1) correctly process any translation-related request, 2) provide a response tailored to the nature of the request, and 3) provide an adequate and satisfactory response.

2 Background

Since the early days of translation studies, both academically and professionally, an effort has been made to structure and categorise all the field's concepts. From Holmes' classification of the field into different branches of study [2] to the formalisation of translation competence [3] and [4], all classification proposals share the same goal: to delimit the field, establish possible links between the theoretical and academic approaches and professional practise.

Technology also has an impact on translation. However, the relationship between technologies and translation has primarily taken shape in these two ways: translation
2.1 Classifications Of Technological Resources Regarding The Translation Process

The classification of translation tools has been a popular topic in the literature. Alcina [5] defines the various types of translation software that are currently available (machine translation, computer-assisted translation, as well as terminology managers and other tools and resources). Other authors have delved into how translators use and accept technologies [6], or into the training of translators with technologies [7] [8] based on classifications like the one suggested by Alcina. An observational exercise can also establish a direct relationship between the emergence of some of these technologies and an increase in productivity in the translation industry [9].

2.2 Classifications Of Translation Technologies And Human Interaction

Nirenburg [10] distinguishes between two Translation Workstation Systems (TWS) configurations: machine-aided human translation (MAHT) and human-aided machine translation (HAMT). TWS-MAHT was based on the following premise: "Text translated by machine can be displayed in the target text window, and the posteditor can work on it using the same tools as a translator would" [10]. TWS-HAMT, on the other hand, is based on a different principle, as defined by Nirenburg:

"While a computer tries to translate a document, a human translator monitors its progress and gives the system guidance when called upon to do so. The primary role of the human is a) to help the system make processing choices for which it lacks sufficient knowledge and, b) to update the lexicons to cover unexpected vocabulary." [10]

Wilss [11], as Kay [12] did earlier, adds a new category, referring to machine-aided human translation (MAHT), human-aided machine translation (HAMT), and fully automatic machine translation (FAMT). If we add human translation (without any kind of automated assistance) to this classification, we get the four possible scenarios that have allowed us to classify any interaction between human and machine translation.

These authors indirectly established the standard framework of HCI in translation by differentiating scenarios in which the translator's action varies in relation to the level of presence of technology. Following that, this four-level scale was gradually supplemented with hybrid forms. On the one hand, current translation projects require different degrees of human intervention even though they use the same technological resources (see [13] for the distinction between light and full post-editing). In other cases, the technological advancement of TWS has resulted in some of the differences between scenarios becoming blurred (for example, the assembly function of Translation Edit and Management Systems - TEMS, which blurs the distinction between MAHT and HAMT).
2.3 Large Language Models And ChatGPT

A Language Model (LM) is a deep learning system thought to perform natural language processing tasks regarding language [14]. Large Language Models (LLM) are a particular type of LM consisting of a neural network based on thousands of parameters from huge amounts of unlabelled text [15]. LLM are not just language-oriented, they can assume a wider range of tasks.

Several studies have been published on how such systems can change the current game rules in translation. Peng et al. [16] demonstrate that ChatGPT's performance is comparable to the best translation systems on the market for the most common language combinations, but that it has limitations when translating between less common language combinations. This limitation can also be found in most commercial systems. In fact, Hendy [17] achieves comparable translation output quality results and concludes that GPT translation performance is comparable to current neural machine translation systems.

The performance of LLM in translating entire documents has also been assessed [18]. While the system performs well at the sentence level, the authors conclude that it still makes discourse errors at the paragraph and document levels. Other studies have concentrated on tasks other than translation itself that are involved in the translation process. Lu et al. [19] focus on the possibility of using ChatGPT as a translation evaluation system, even implementing the Multidimensional Quality Metrics (MQM) metric. This study by Lu et al. is based on the principle of “Chain-of-Thought Prompting” [20], which highlights the reasoning ability of LLMs to perform more complex natural language processing tasks.

To the best of our knowledge, all published studies have primarily focused on assessing the quality of GPT response to tasks such as translation or translation assessment. However, the provision of translation services as defined in ISO 17100 [21] includes additional tasks required to complete a translation assignment. To conduct a systematic and comprehensive analysis of the effect of GPT in each of the translation tasks, we will follow the Tradumàtica's digitised translation process model [1] and investigate the feasibility and degree of success of “Chain-of-Thought Prompting” in each of the tasks described.

2.4 The Tradumàtica Model

The Tradumàtica digitized translation process model is a didactic model for describing and managing any professional translation process. The model's basic structure (fig. 1) depicts the digitized process as a series of phases.

These phases correspond to the process description in the ISO 17100 standard. Following this standard, the model describes all the tasks that may take place in each of the phases described. Depending on the nature of the translation brief, the resources involved, and the product to be translated, each of these tasks can be activated or bypassed.

This didactic model's goal is to assist translation students in becoming acquainted with translation technologies as well as general technologies used in translation
environments. To do so, the model provides the details required to understand what happens in each phase, what tasks must be taken to successfully progress to the next phase, and what human and technological intervention is involved in each of the possible scenarios.

In each case, a description of the need to carry out a specific task is provided, as well as the starting point of each task, the resource(s) used, and the type of interaction that can occur between a human translator and a function or technological system. As a result, the model seeks to contribute to the development of professionals capable of making critical and efficient use of technologies in accordance with their specific professional contexts.

### 3 HCI Shifts In The Digitalised Translation Process By Chain-Of-Thought Prompting With ChatGPT

This section describes the tasks of each phase of the Tradumàtica model and explores the possibility of carrying them out with the assistance of an LLM such as ChatGPT. To accomplish this, we use the Chain-of-Thought Prompting (CoTP) model to send a reasoning-based action request to ChatGPT. CoTPs aim to provide the system with the conditions it needs to successfully complete the requested task.

The evaluation of the results takes place in three stages. The first stage of analysis allows us to determine whether the system correctly processed the natural language request. If this is the case, a paradigm shift in HCI in translation is underway: the translator will no longer manage the execution of each task through menus in graphical interfaces but will instead be able to limit himself/herself to ordering the task’s execution.
The second stage of analysis allows us to determine whether the system is capable of responding to the request made. In this way, we can determine whether LLM outperforms any other existing translation technology solution.

The third level of analysis assesses how successful and appropriate the response obtained is in the context. This level of analysis allows us to determine whether the system is mature enough to be used professionally, or whether it needs to be improved.

As a result, given the CoTP for each task, we will examine:
1) Is ChatGPT capable of processing the request correctly?
2) Is ChatGPT capable of responding appropriately to the request format?
3) Is ChatGPT capable of successfully responding to the request?

The succeeding analysis describes the CoTPs for tasks in the Tradumàtica model's preparation, translation, and post-production phases. The phases of obtaining and returning the translation assignment have not been included because they are primarily dependent on the terms agreed upon by the client and the translation service provider. Simulated translation orders from English into European Spanish were used in all cases. To avoid relying on anecdotal evidence in our analysis, we created multiple prompts (no fewer than three) for each CoTP and documented the optimal response. CoTPs were also conducted in English or Spanish and in an English-Spanish translation context. All examples have been obtained through ChatGPT 3, and have also been compared with the results from ChatGPT 4 in order to provide the most up-to-date insight possible.

3.1 Preparation Phase And Tasks

This phase includes tasks as data analysis, linguistic analysis, reference material, pre-editing, and machine translation training. The aim of the phase is to obtain an overview of the project and decide what the translation resources and strategy will be. Preparing resources for translation involves configuring tools and resources and preparing external material. Section 4 includes a summary of how the LLM performed in each of the Tradumàtica model's tasks. This section delves deeper into the results obtained by using prompts to carry out some of the most common tasks in this phase.

Task: Data analysis. This task entails analysing data from the source files, such as word count, in order to create a time estimation and a pricing budget. Translators use a TEMS or text processors’ features to run this analysis. Table 1 lists the CoTPs in terms of word count.

<table>
<thead>
<tr>
<th>CoTP</th>
<th>1st Prompt: count words of a given text.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Answer: V3 apparently completed, but it failed. V4 successfully completed.</td>
<td></td>
</tr>
<tr>
<td>2nd Prompt: count functional words and words with semantic meaning.</td>
<td></td>
</tr>
<tr>
<td>2nd Answer: V3 apparently completed, but it failed. V4 successfully completed.</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. CoTPs in task Word count.
The request seems to be correctly processed from the 1st prompt, but version 3 does not really count words. Every time the system is asked to count words, it provides a different answer. However, version 4 does manage to achieve a correct result (see Appendix, table A-1).

The system correctly processed the kind of requests it was asked for. However, despite providing a plausible answer (a number of words), the LLM system fails to execute the task by not running a proper word count. Nevertheless, the latest version of the language model is indeed capable of accurately computing the number of words on a sentence-by-sentence basis.

Table 2. CoTPs in task Pricing and time estimation.

<table>
<thead>
<tr>
<th>CoTP</th>
<th>1st Prompt: provide project pricing and execution time estimation (information provided: number of words, tools, resources and workforce involved).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st Answer: V3 failed – it provided pricing and time estimation considerations in response, but no calculation was provided. V4 successfully completed task.</td>
</tr>
<tr>
<td></td>
<td>2nd Prompt: same request with more detailed information about the workforce and the time distribution between translation and review.</td>
</tr>
<tr>
<td></td>
<td>2nd Answer: apparently inaccurately completed, but V3 failed – some figures were provided, but not as a result of a calculation, while V4 completed it successfully (see Appendix, Table A-2).</td>
</tr>
</tbody>
</table>

Results The 1st request failed. The 2nd request based on more detailed information about each translator’s productivity threshold and the time distribution between initial translation and review obtained from V3 an appropriate although not precise answer, while the answer from V4 was more accurate.

Table 2 lists the CoTPs for pricing and time estimation. The system correctly processed the kind of requested it was asked for. Nevertheless, despite the provision of necessary information, V3 failed to execute the budget calculation. In contrast, the V4 was indeed capable of making a realistic task assignment and time management calculation, even taking into account criteria that were not provided in the prompt.

**Task: Linguistic analysis.** The purpose of these tasks is to gain a linguistic overview of the project as well as to delve into the text's and assignment's communicative situation in order to develop an appropriate translation strategy. To do so, translators use different features from TEMS and terminology management tools, as well as apply their translation theoretical and methodological knowledge and skills. Table 3 lists the CoPTs for terminology extraction.

Table 3. CoTPs in task Terminology extraction.

<table>
<thead>
<tr>
<th>CoTP</th>
<th>1st Prompt: extract terminology of a given text.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st Answer: completed.</td>
</tr>
<tr>
<td></td>
<td>2nd Prompt: display terminology in a chart with a specified heading.</td>
</tr>
</tbody>
</table>
2nd Answer: completed.

3rd Prompt: display the same information in CSV format.
3rd Answer: completed.

4th Prompt: provide equivalents to the terms extracted.
4th Answer: inaccurately completed by V3 (equivalents are not accurate). Better results obtained with V4, even though with smalls errors.

5th Prompt: extract bilingual terminology from two parallel texts.
5th Answer: completed.

Results A straightforward CoTP is enough to obtain a complete answer from the given texts (see Appendix, Table A-3)

The system ends completing successfully these tasks. It successfully performs monolingual term extraction, understanding “term” as relevant lexical items in the text rather than standardised terminology. The task that follows (Table 4) entails explicitly establishing the translation strategy, which reflects the decision-making framework for solving translation problems that a human translator performs, whether explicitly or implicitly, and that cannot be directly adopted by relying on a general-purpose MT system.

Table 4. CoTPs in task explicit setting of the translation strategy

<table>
<thead>
<tr>
<th>CoTP</th>
<th>1st Prompt: characterize the target reader of a given text.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st Answer: inaccurately completed by V3 (it provides the reader’s profile of interest, but not information about the register, tone, and other linguistic features), more accurately completed by V4.</td>
</tr>
<tr>
<td></td>
<td>2nd Prompt: describe the prototypical target reader of a given text.</td>
</tr>
<tr>
<td></td>
<td>2nd Answer: inaccurately completed by V3 (it provides information about textual features, and infers the prototypical reader knowledge and interests), more accurately completed by V4.</td>
</tr>
<tr>
<td></td>
<td>3rd Prompt: describe the reader based on a close classification of possible types of readers.</td>
</tr>
<tr>
<td></td>
<td>3rd Answer: completed – it identifies the right type of reader of a given text by providing a scale of possible types.</td>
</tr>
</tbody>
</table>

Results The request is processed from the first prompt, but the response is inaccurate and only meets expectations when the CoTP includes an explicit description of the types of readers to be considered (as a Likert scale) (see Appendix, Table A-4).

Task: Pre-editing. The aim of this task is to prepare the original text before the translation phase with (mainly) MT begins. The task consists of reducing or eliminating ambiguities and simplifying the syntax, with the goal of reducing the number of errors in the MT output. Translators use text processing and terminology management features. Table 5 lists the CoTPs regarding pre-editing.
Table 5. CoTPs in task Pre-editing

<table>
<thead>
<tr>
<th>CoTP</th>
<th>1st Prompt: define pre-editing.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st Answer: completed – it provides a full and correct description of it.</td>
</tr>
<tr>
<td></td>
<td>2nd Prompt: pre-edit a given text with cultural references of the source audience and make it accessible to any foreign audience.</td>
</tr>
<tr>
<td></td>
<td>2nd Answer: inaccurately completed by V3 – it removes cultural references and only explains those that are necessary for understanding the information in the source text. Accurately completed by V4 – it successfully identifies all cultural references that would be unintelligible to someone outside of that culture. It explains them (perhaps by providing more information than necessary) and even manages to adapt some of them.</td>
</tr>
<tr>
<td></td>
<td>3rd Prompt: identify and extract cultural references in a given text that may not be globally understood.</td>
</tr>
<tr>
<td></td>
<td>3rd Answer: inaccurately completed by V3 (it identifies many of the references of the text and defines them accurately. Accurately completed by V4.</td>
</tr>
<tr>
<td></td>
<td>4th Prompt: translate the source text adapting all cultural references to the target audience.</td>
</tr>
<tr>
<td></td>
<td>4th Answer: inaccurately completed by V3 (it provides a translation without cultural references and, consequently, with omissions), and by V4 (it provides unnecessary additions).</td>
</tr>
</tbody>
</table>

Results In this case, the CoTP takes the form of a dialogue, because it requires explaining what the task is about before requesting an action. Depending on the prompt wording, the system seems to randomly apply the explicitation framework (see Appendix, Table A-4). |

In these tasks, the system correctly processes the request and returns a response in the expected format, but response success is uneven.

Task: Translation. This is the core task of the translation process. The aim is to transfer the information on a text from a source language to a target language. The analysed subtasks of this task would be propagation of concordances, language resources and text editing. Translators use a TEMS, localizers or text processors to complete this task. Table 6 lists the CoTPs regarding translation.

Table 6. CoTPs in task Translation

<table>
<thead>
<tr>
<th>Target-driven CoTP</th>
<th>1st Prompt: translate a given text for a given target audience.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st Answer: completed (see Appendix, Table A-5).</td>
</tr>
<tr>
<td>Strategy-driven CoTP – example: transcreation</td>
<td>1st Prompt: provide information regarding transcreation.</td>
</tr>
<tr>
<td></td>
<td>1st Answer: completed.</td>
</tr>
<tr>
<td></td>
<td>2nd Prompt: identify the proper transcreation techniques to translate a given text.</td>
</tr>
<tr>
<td></td>
<td>2nd Answer: completed – it also provides the transcreation of the given text, even though it was not asked to (see Appendix, Table A-6 and Table A-7).</td>
</tr>
</tbody>
</table>
Results

The precise wording of the CoTP depends on the specific assignment and the translation strategy employed. A direct CoTP is enough for translations that follow a literal strategy (no content or form adaption to the target audience). However, when translation includes adaptation, transcreation or any other appropriate translation strategy, a previous dialogue is required to make the strategy explicit by ensuring the LLM receives the necessary details to create the most appropriate answer.

For this task, the system appears to be far more versatile than a MT system. It allows for multiple translations from the same source by explicitly stating the translation strategy. However, because the amount of translation data analysed is limited, the conclusions about the quality of non-adapted translations (particularly in terms of accuracy) are only preliminary.

Task: Post-editing. It consists of a revision by a human translator of a text translated by an MT system. The translator edits the MT output segment by segment, accepting those without errors regarding the translation job. Table 7 lists CoTPs regarding post-editing.

Table 7. CoTPs in task Post-editing.

| CoTP | 1st Prompt: define post-editing (PE).  
1st Answer: completed – it provides a full and accurate description of PE (see Appendix, Table A-8).  
2nd Prompt: post-edit the MT raw output from a given text.  
2nd Answer: almost accurately completed by V3 (it edits fluency errors, accuracy errors and mistranslations) and successfully completed by V4. |
|------|-------------------------------------------------------------------------------------------------|
| Results | The request is correctly processed on both the 1st prompt and 2nd prompt.  
The answer is appropriately executed but not completed due to model’s capacity. |

The task analysed consisted of post-editing a standard text in which the receiver of the source text and the target text share the same knowledge, so only the target text's fluency and accuracy in transmitting information needed to be ensured.

Task: Checking. It entails revising the text by the same translator who translated it to ensure that there are no errors in the translation or language errors regarding the source text and the assignment specifications. To complete this task, translators use a TEMS, terminology management tools, localizers, or text processors. Table 8 lists the CoTPs regarding the task language checking.

Table 8. CoTPs in task Language checking.

<table>
<thead>
<tr>
<th>CoTP</th>
<th>1st Prompt: identify terminology errors without providing a glossary.</th>
</tr>
</thead>
</table>
1\textsuperscript{st} Prompt: ensure a given glossary has been considered when translating a given text.
1\textsuperscript{st} Answer: V3 failed (it asserts that terminology is correct even when some terms are omitted), V4 completed it accurately.
2\textsuperscript{nd} Prompt: ensure a given glossary has been considered when translating a given text.
2\textsuperscript{nd} Answer: V3 failed (it claims that the terminology is correct, despite the fact that the translation contains several incorrect terms), V4 completed it accurately.
3\textsuperscript{rd} Prompt: convert the measurement units to a different metric system.
3\textsuperscript{rd} Answer: V3 failed (it only changes "Fahrenheit" to "Celsius," without recalculating the degrees), V4 completed it accurately.

Results The request appears to have been correctly processed; however, the newest version of the LLM assures that a glossary has been used consistently even though it has not. In the 3\textsuperscript{rd} Prompt, the model even succeeds to convert the measurements with calculations (see Appendix, Table A-9).

### 3.2 Post-Production Phase And Tasks

This is the last phase of the translation process. Its aim is to detect errors there might be present in the text and correct them. The translator that carries out these tasks is not necessarily the same as the one who fulfilled the initial translation.

**Task: Linguistic post-production.** This task involves the revision and the review of the text. Revision compares the target text to the source for accuracy and adequacy, while review monolingually evaluates stylistic and conceptual accuracy. This task is usually carried out using spellcheckers, TEMS, terminology managers, and many other DTP tools. Table 9 lists the CoTPs regarding revision and review.

<table>
<thead>
<tr>
<th>CoTP</th>
<th>1\textsuperscript{st} Prompt: define translation review and revision.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1\textsuperscript{st} Answer</td>
<td>accurately completed – it provides a full definition that includes both translation revision and target text review.</td>
</tr>
<tr>
<td>2\textsuperscript{nd} Prompt: identify inconsistencies between source and target texts.</td>
<td></td>
</tr>
<tr>
<td>2\textsuperscript{nd} Answer</td>
<td>not completed by V3 (it identifies explicit inconsistencies such as wrong dates or missing figures, but it does not identify accuracy errors or shifts of meaning), successfully completed by V4.</td>
</tr>
<tr>
<td>3\textsuperscript{rd} Prompt: identify and correct stylistic, tone, and register errors in the target text regarding the source text.</td>
<td></td>
</tr>
<tr>
<td>3\textsuperscript{rd} Answer</td>
<td>accurately completed.</td>
</tr>
<tr>
<td>4\textsuperscript{th} Prompt: confirm a given text is fluent in a target language.</td>
<td></td>
</tr>
<tr>
<td>4\textsuperscript{th} Answer</td>
<td>inaccurately completed by V3, successfully completed by V4.</td>
</tr>
<tr>
<td>5\textsuperscript{th} Prompt: edit properly a given text so that it answers to a different dialect or from a different ideological point of view.</td>
<td></td>
</tr>
<tr>
<td>5\textsuperscript{th} Answer</td>
<td>inaccurately completed.</td>
</tr>
</tbody>
</table>

Results From the first prompt, the revision and review request is correctly processed, but the task is incorrectly executed by the oldest version of the...
The results obtained are uneven in the case of V3, and more accurate in the case of V4. The monolingual review (review of the target text) and rewriting of the target text from a different dialect or ideological point of view are both completed successfully. Nonetheless, it appears that the LLM is less capable of dealing successfully with cross-language revisions.

Task: Quality assessment. This task aims to ensure that quality standards are met. It entails ensuring that the project meets the quality requirements outlined in the project specifications. Table 10 lists the CoTPs regarding quality assessment actions such as applying regular expressions.

Table 10. CoTPs in task Regular expression.

<table>
<thead>
<tr>
<th>CoTP</th>
<th>1st Prompt: define what avoiding the abusive use of adverbs with the suffix -mente (-ly in English, one of the conditions provided in the specifications of the project) means. 1st Answer: accurately completed – it provides a full and accurate description of this rule. 2nd Prompt: edit the text as needed to fulfil this rule. 2nd Answer: inaccurately completed by V3, accurately completed by V4. 3rd Prompt: provide a regular expression to find this particular issue (adverbs ending in -mente) through another program. 4th Prompt: inaccurately completed by V3 (it provides a regular expression with coding errors), accurately completed by V4.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results</td>
<td>The request is correctly processed from the 1st prompt, but the final answer is not completed successfully. However, the model carries out the action the Regex syntax would be used for (see Appendix, Table A-11).</td>
</tr>
</tbody>
</table>

4 Results And Discussion

This article evaluates the execution capacity of the tasks as defined by the Tradumàtica model using ChatGPT (version 3) and its newest release (version 4). The study is based on the evaluation of results based on chain-of-thoughts prompts rather than just direct prompts. All evaluations are based on repeated CoTP and describe the best collected response. This section summarises in a concise manner the results obtained in all of the process's tasks, including some that were not described in the previous section. To that end, the tables below present the results of the three states of analysis described in section 3. Table 11 summarises the evaluation of CoTPs and ChatGPT 3 performance for Preparation phase tasks.
As shown in Table 11, one of the LLM's strengths is its ability to deal with terms and lexical units. The system even surpasses one of the greatest weaknesses of the previous version: its inconsistency in providing accurate results, especially when they rely on information not provided to the system via CoTP. Table 12, below, summarises the evaluation of CoTPs and ChatGPT 3 and 4 performance for Translation phase tasks.

### Table 11. Assessment of the CoTPs in preparation phase.

<table>
<thead>
<tr>
<th>Task</th>
<th>Action</th>
<th>Stage 1 analysis</th>
<th>Stage 2 analysis</th>
<th>Stage 3 analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Word count</td>
<td>Yes</td>
<td>Yes (V4)</td>
<td>Successful (V4)</td>
</tr>
<tr>
<td></td>
<td>Sentence division</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td></td>
<td>Pricing and time estimation</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful (V4)</td>
</tr>
<tr>
<td>Linguistic analysis</td>
<td>Monolingual glossary creation</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td></td>
<td>Glossary in CSV format</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td>Reference material</td>
<td>Bilingual Terminology extraction</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td></td>
<td>from parallel texts</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Monolingual terminology extraction and provision of equivalents</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful (V4)</td>
</tr>
<tr>
<td></td>
<td>Terminology definition</td>
<td>Yes</td>
<td>Yes</td>
<td>Inaccurate</td>
</tr>
<tr>
<td></td>
<td>Chart and conceptual tree</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td></td>
<td>Search of referential material</td>
<td>Yes</td>
<td>Yes</td>
<td>Imprecise</td>
</tr>
<tr>
<td></td>
<td>Identifying conceptual relations between terms</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td>Pre-editing</td>
<td>Ambiguity identification</td>
<td>Yes</td>
<td>Yes (V4)</td>
<td>Successful (V4)</td>
</tr>
<tr>
<td></td>
<td>Cultural reference explanation</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td></td>
<td>Translation with adaptation</td>
<td>Yes</td>
<td>Yes</td>
<td>Inaccurate</td>
</tr>
</tbody>
</table>

The outcomes of the tasks associated with this phase are very uneven. While it appears to perform well in translation and post-editing, it performs poorly in the initial revision (which is usually assumed by the translator).

### Table 12. Assessment of the CoTPs in translation phase.

<table>
<thead>
<tr>
<th>Task</th>
<th>Action</th>
<th>Stage 1 analysis</th>
<th>Stage 2 analysis</th>
<th>Stage 3 analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translation</td>
<td>Target-driven translation:</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td></td>
<td>Strategy-driven translation:</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td>Post-editing</td>
<td>Post-editing of a standard text</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td>Checking</td>
<td>Identify terminology or conceptual error</td>
<td>Yes</td>
<td>No</td>
<td>Successful (V4)</td>
</tr>
<tr>
<td></td>
<td>Edit terminology error</td>
<td>Yes</td>
<td>No</td>
<td>Successful (V4)</td>
</tr>
</tbody>
</table>

The outcomes of the tasks associated with this phase are very uneven. While it appears to perform well in translation and post-editing, it performs poorly in the initial revision (which is usually assumed by the translator).
Table 13. Assessment of the CoTPs in post-production phase.

<table>
<thead>
<tr>
<th>Task</th>
<th>Action</th>
<th>Stage 1 analysis</th>
<th>Stage 2 analysis</th>
<th>Stage 3 analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revision</td>
<td>Identify inconsistencies</td>
<td>Yes</td>
<td>No</td>
<td>Successful (V4)</td>
</tr>
<tr>
<td></td>
<td>Correct inconsistency</td>
<td>Yes</td>
<td>No</td>
<td>Successful (V4)</td>
</tr>
<tr>
<td>Review</td>
<td>Context information</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td></td>
<td>Edit fluency errors</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful</td>
</tr>
<tr>
<td></td>
<td>Edit dialectical variant issues</td>
<td>Yes</td>
<td>Yes</td>
<td>Inaccurate</td>
</tr>
<tr>
<td></td>
<td>Edit from an ideological perspective</td>
<td>Yes</td>
<td>Yes</td>
<td>Inaccurate</td>
</tr>
<tr>
<td>Quality assessment</td>
<td>Regex syntax</td>
<td>Yes</td>
<td>Yes</td>
<td>Successful (V4)</td>
</tr>
</tbody>
</table>

The results show that the system can correctly process natural language orders. This could revolutionise HCI in professional translation and training contexts. However, it has limitations when it comes to using its data for tasks other than translation, post-editing, and linguistic revision of the final text (by omitting or adding information). The findings indicate, on the one hand, the strengths and weaknesses of this type of LLM as a translation assistant. On the other hand, they suggest that some failed tasks by ChatGPT 3 may be satisfactorily resolved by ChatGPT 4, or even by utilising plugins or gateways with other programmes. However, LLMs cannot assume tasks such as determining the best translation strategy based on existing data without translation experts’ prompts. Finally, the randomness and inconsistency of some of the results indicates that certain translation tasks requiring identical and precise information between the source and target text demonstrate that TA systems will remain professionally relevant.

References

Appendix

The analysis carried out in this article is rooted in examples of prompts between English and Spanish. This appendix includes some of the examples used for the analysis, featuring responses from ChatGPT 3 and 4. All prompts have been run more than once to avoid anecdotal and unrepresentative responses.

Table A-2. CoTPs in task Word count with ChatGPT 3 and ChatGPT 4

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Word count with ChatGPT 3</th>
<th>Word count with ChatGPT 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is the total word count of the following text? “Machine-translated segments are increasingly included as fuzzy matches within the text”?</td>
<td>240</td>
<td>240</td>
</tr>
</tbody>
</table>

1º What is the total word count of the following text? “Machine-translated segments are increasingly included as fuzzy matches within the text”?

240
translation-memory systems in the localisation workflow. This study presents preliminary results on the correlation between these two types of segments in terms of productivity and final quality. In order to test these variables, we set up an experiment with a group of eight professional translators using an on-line postediting tool and a statistical-base machine translation engine. The translators were asked to translate new, machine-translated and translation-memory segments from the 80-90 percent value using a post-editing tool without actually knowing the origin of each segment, and to complete a questionnaire. The findings suggest that translators have higher productivity and quality when using machine-translated output than when processing fuzzy matches from translation memories. Furthermore, translators' technical experience seems to have an impact on productivity but not on quality. Finally, we offer an overview of our current research.

Table A-2. CoTPs in task Pricing and time estimation with ChatGPT 3 and ChatGPT 4

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>I have a team of 5 translators. Each translator translates an average of 100 words per hour. The project must pass final quality control. We</td>
</tr>
</tbody>
</table>
have the TAO memoQ tool, but we do not have previous translation memories for the project. The risk margin should be 3 hours. Give me the values so that all translators are involved in the translation process and the project is completed in two days.

ChatGPT 3 – 1st Answer

In order for the team of 5 translators to complete the 20,000-word project in two days with a risk margin of 3 hours, the following steps can be taken:

Establish a work plan: Divide the work into five equal parts, which means that each translator will have to translate approximately 4,000 words.

Set deadlines: Set intermediate deadlines to ensure that the final deadlines are met. If working an 8-hour working day, each translator should deliver approximately 1,000 words every 8 hours.

Use the TAO memoQ tool: Use the TAO memoQ tool to speed up the translation process and increase terminological consistency. Although there are no previous translation memories, the memoQ tool will allow translators to work more efficiently.

Proofreading and editing: After each translator has finished his or her part, assign the work of proofreading and editing to another member of the translation team. Two revisions and final editing should be done before the work is handed over to the client.

Final quality control: Perform a final quality control before delivering the work to the client to ensure that it meets the established quality standards.

Considering that each translator can translate approximately 100 words per hour, to complete the 4,000 words assigned in two days (48 hours), each translator should work approximately 8 hours per day. Therefore, the work schedule would be as follows:

Day 1: Each translator works for 8 hours and translates approximately 1,000 words.

Day 2: Each translator works for 8 hours and translates approximately 1,000 words.

Day 3: Each translator works for an additional 2 hours to complete the remaining 200 words and for the 3-hour risk margin.

In summary, each translator must work 16 hours in total over two days to translate approximately 4,000 words each. In addition, intermediate deadlines must be set and the final translation must be proofread and edited before final quality control.

ChatGPT 4 – 1st Answer

If each translator translates an average of 100 words per hour and you have a team of 5 translators, the team's total translation capacity per hour is 500 words (5 translators * 100 words/hour).

A two-day period consists of 48 hours. If we reserve 3 hours for a risk margin (for quality control and potential issues), the team will have 45 hours to work on the translation project. So, in total, the team can translate up to 22,500 words within this period (500 words/hour * 45 hours).
To evenly distribute the workload and ensure all translators are involved, each translator would need to work 9 hours each day (45 hours total / 5 translators / 2 days) and translate 4,500 words over the course of two days (22,500 words total / 5 translators).

So, for the project to be completed in two days with all translators involved and a 3-hour risk margin:
- The total project should be no more than 22,500 words
- Each translator would need to work 9 hours each day for a total of 18 hours over two days
- Each translator would need to translate a total of 4,500 words over the course of two days.

I have this staff for the team: One (junior translator), Two (junior translator), Three (junior senior translator), Four (senior translator), Five (senior translator). The project is 20,000, the tool to be used is SDL Trados. There are no translation memories to be used. The time we have is 7 days. 10% of the time must be allocated to the final revision, a global revision. Create a table with the assignment of tasks taking into account the position of each person.

<table>
<thead>
<tr>
<th>Translator</th>
<th>Task</th>
<th>Word count</th>
<th>Estimated time</th>
</tr>
</thead>
<tbody>
<tr>
<td>One (junior translator)</td>
<td>Translation</td>
<td>4,000</td>
<td>2 days</td>
</tr>
<tr>
<td>Two (junior translator)</td>
<td>Translation</td>
<td>4,000</td>
<td>2 days</td>
</tr>
<tr>
<td>Three (junior senior translator)</td>
<td>Translation and proofreading</td>
<td>6,000</td>
<td>3 days</td>
</tr>
<tr>
<td>Four (senior translator)</td>
<td>Translation and proofreading</td>
<td>4,000</td>
<td>2 days</td>
</tr>
<tr>
<td>Five (senior translator)</td>
<td>Proofreading</td>
<td>2,000</td>
<td>1 day</td>
</tr>
</tbody>
</table>

In this plan, junior translators would be responsible for part of the translation work, while senior translators would be responsible for the final revision and would also work on the translation of some parts of the project.

The time allocated for each task is an estimate based on the number of words and the experience of each translator. In addition, 10% of the total time would be allocated to an overall final review, where all team members could work together to ensure the quality of the project.

It is important to note that these times are only estimates and may vary depending on the complexity of the project and the individual skills of each team member.

To construct a table for task assignment, I will assume that senior translators are able to translate 15% more words per hour than junior translators due to their experience and efficiency, and that a junior senior translator translates 7.5% more words per hour than a junior translator (halfway between a junior and a senior translator). Let's also
assume that a junior translator translates 100 words per hour (this is an average and real-life values can be different).

Here are the translation rates I’m using based on the above assumptions:

- Junior translator: 100 words/hour
- Junior senior translator: 107.5 words/hour
- Senior translator: 115 words/hour

The total project size is 20,000 words and we have 7 days to complete it, with 10% of the time allocated for a final global revision. This means we have 6.3 days for translation (90% of 7 days) and 0.7 days for the final revision.

Now, let’s divide the translation tasks:

<table>
<thead>
<tr>
<th>Translator</th>
<th>Position</th>
<th>Words/Hour</th>
<th>Hours/Day</th>
<th>Days</th>
<th>Total Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>Junior translator</td>
<td>100</td>
<td>7</td>
<td>6.3</td>
<td>4410</td>
</tr>
<tr>
<td>Two</td>
<td>Junior translator</td>
<td>100</td>
<td>7</td>
<td>6.3</td>
<td>4410</td>
</tr>
<tr>
<td>Three</td>
<td>Junior senior translator</td>
<td>107.5</td>
<td>7</td>
<td>6.3</td>
<td>4745</td>
</tr>
<tr>
<td>Four</td>
<td>Senior translator</td>
<td>115</td>
<td>7</td>
<td>6.3</td>
<td>5080</td>
</tr>
<tr>
<td>Five</td>
<td>Senior translator</td>
<td>115</td>
<td>7</td>
<td>6.3</td>
<td>5080</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>23725</td>
</tr>
</tbody>
</table>

The total word count we have is slightly above 20,000 words, this means that we are safely within our limit even if translators are a little slower than expected. The remaining words (~1725) provide a buffer and can be divided among translators as needed.

For the final revision, which requires 10% of the time (or 0.7 days), you may want to assign this to the senior translators (Four and Five) due to their greater experience, but it could also be shared amongst the team depending on how your team works best.

This table provides an outline and can be modified as per the actual productivity of the translators, their availability, and other project-specific factors. The main aim is to distribute the work according to the translators’ experience levels to ensure efficiency while also ensuring all translators are involved.

### Table A-3. CoTPs in task Terminology extraction with ChatGPT 3 and ChatGPT 4

| 1st Prompt | Extract terminology of the following text: “A fin de limitar la carga administrativa, los Estados miembros deben poder transmitir datos estadísticos y el importe del recurso propio en un único estado. Los datos sobre la generación y el reciclado de residuos de envases de plástico constituyen la base para calcular las contribuciones nacionales al presupuesto general de la Unión. Por ello, es necesario que se refuerce la
comparabilidad, la fiabilidad y la exhaustividad de esos datos. A fin de garantizar la comparabilidad, fiabilidad y exhaustividad de los datos compartidos entre los Estados miembros, conviene establecer normas detalladas sobre los datos que han de figurar en el estado que debe facilitarse a la Comisión”.

<table>
<thead>
<tr>
<th>ChatGPT</th>
<th>3 – 1&lt;sup&gt;st&lt;/sup&gt;</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Estados miembros</td>
</tr>
<tr>
<td></td>
<td></td>
<td>carga administrativa</td>
</tr>
<tr>
<td></td>
<td></td>
<td>datos estadísticos</td>
</tr>
<tr>
<td></td>
<td></td>
<td>recurso propio</td>
</tr>
<tr>
<td></td>
<td></td>
<td>generación</td>
</tr>
<tr>
<td></td>
<td></td>
<td>reciclado</td>
</tr>
<tr>
<td></td>
<td></td>
<td>residuos de envases de plástico</td>
</tr>
<tr>
<td></td>
<td></td>
<td>contribuciones nacionales</td>
</tr>
<tr>
<td></td>
<td></td>
<td>presupuesto general de la Unión</td>
</tr>
<tr>
<td></td>
<td></td>
<td>comparabilidad</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fiabilidad</td>
</tr>
<tr>
<td></td>
<td></td>
<td>exhaustividad</td>
</tr>
<tr>
<td></td>
<td></td>
<td>normas detalladas</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comisión</td>
</tr>
</tbody>
</table>

The following terms from the text can be seen as specific terminology:

1. Carga administrativa
2. Estados miembros
3. Datos estadísticos
4. Importe del recurso propio
5. Generación de residuos
6. Reciclado de residuos
7. Residuos de envases de plástico
8. Contribuciones nacionales
9. Presupuesto general de la Unión
10. Comparabilidad
11. Fiabilidad
12. Exhaustividad
13. Normas detalladas
14. Comisión

Each term corresponds to various concepts within the field of international administrative and environmental law, especially as it pertains to the European Union.

2<sup>nd</sup> Prompt

Extract the terminology on these texts and display it on a chart with the headings “Término en español” and “Término en inglés”. Perform the bilingual extraction of terminology from these two texts: “A fin de limitar la carga administrativa, los Estados miembros deben poder transmitir datos estadísticos y el importe del recurso propio en un...”
único estado. Los datos sobre la generación y el reciclado de residuos de envases de plástico constituyen la base para calcular las contribuciones nacionales al presupuesto general de la Unión. Por ello, es necesario que se refuerce la comparabilidad, la fiabilidad y la exhaustividad de esos datos. A fin de garantizar la comparabilidad, fiabilidad y exhaustividad de los datos compartidos entre los Estados miembros, conviene establecer normas detalladas sobre los datos que han de figurar en el estado que debe facilitarse a la Comisión.

“In order to limit the administrative burden, Member States should be able to transmit statistical data and the amount of the own resource in a single statement. Data on plastic packaging waste generation and recycling constitute the basis for calculating the national contributions to the general budget of the Union. Therefore, it is necessary to reinforce the comparability, reliability and exhaustiveness of those data. In order to guarantee the comparability, reliability and exhaustiveness of data between the Member States, it is appropriate to lay down detailed rules concerning the data to be contained in the statement to be provided to the Commission.”

<table>
<thead>
<tr>
<th>Término en español</th>
<th>Término en inglés</th>
</tr>
</thead>
<tbody>
<tr>
<td>carga administrativa</td>
<td>administrative burden</td>
</tr>
<tr>
<td>Estados miembros</td>
<td>Member States</td>
</tr>
<tr>
<td>datos estadísticos</td>
<td>statistical data</td>
</tr>
<tr>
<td>recurso propio</td>
<td>own resource</td>
</tr>
<tr>
<td>único estado</td>
<td>single statement</td>
</tr>
<tr>
<td>generación de residuos de envases de plástico</td>
<td>plastic packaging waste generation</td>
</tr>
<tr>
<td>reciclado de residuos de envases de plástico</td>
<td>plastic packaging waste recycling</td>
</tr>
<tr>
<td>contribuciones nacionales</td>
<td>national contributions</td>
</tr>
<tr>
<td>presupuesto general de la Unión</td>
<td>general budget of the Union</td>
</tr>
<tr>
<td>comparabilidad</td>
<td>comparability</td>
</tr>
<tr>
<td>fiabilidad</td>
<td>reliability</td>
</tr>
<tr>
<td><strong>ChatGPT 4 – 2nd Answer</strong></td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Término en español</strong></td>
<td><strong>Término en inglés</strong></td>
</tr>
<tr>
<td>Carga administrativa</td>
<td>Administrative burden</td>
</tr>
<tr>
<td>Estados miembros</td>
<td>Member States</td>
</tr>
<tr>
<td>Datos estadísticos</td>
<td>Statistical data</td>
</tr>
<tr>
<td>Importe del recurso propio</td>
<td>Amount of the own reso</td>
</tr>
<tr>
<td>Generación de residuos</td>
<td>Waste generation</td>
</tr>
<tr>
<td>Reciclado de residuos</td>
<td>Waste recycling</td>
</tr>
<tr>
<td>Residuos de envases de plástico</td>
<td>Plastic packaging waste</td>
</tr>
<tr>
<td>Contribuciones nacionales</td>
<td>National contributions</td>
</tr>
<tr>
<td>Presupuesto general de la Unión</td>
<td>General budget of the U</td>
</tr>
<tr>
<td>Comparabilidad</td>
<td>Comparability</td>
</tr>
<tr>
<td>Fiabilidad</td>
<td>Reliability</td>
</tr>
<tr>
<td>Exhaustividad</td>
<td>Exhaustiveness</td>
</tr>
<tr>
<td>Normas detalladas</td>
<td>Detailed rules</td>
</tr>
<tr>
<td>Comisión</td>
<td>Commission</td>
</tr>
</tbody>
</table>

3rd Prompt

Display the same information in CSV format.

<table>
<thead>
<tr>
<th><strong>ChatGPT 3 – 3rd Answer</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Término en español, Término en inglés</strong></td>
</tr>
<tr>
<td>Carga administrativa, Administrative burden</td>
</tr>
<tr>
<td>Estados miembros, Member States</td>
</tr>
<tr>
<td>Datos estadísticos, Statistical data</td>
</tr>
<tr>
<td>Recurso propio, Own resource</td>
</tr>
<tr>
<td>Generación, Generation</td>
</tr>
<tr>
<td>Reciclado, Recycling</td>
</tr>
<tr>
<td>Residuos, Waste</td>
</tr>
<tr>
<td>Envases de plástico, Plastic packaging</td>
</tr>
<tr>
<td>Contribuciones nacionales, National contributions</td>
</tr>
<tr>
<td>Presupuesto general, General budget</td>
</tr>
<tr>
<td>Unión, Union</td>
</tr>
</tbody>
</table>
### Comparabilidad, Comparability
Fiabilidad, Reliability
Exhaustividad, Exhaustiveness
Normas detalladas, Detailed rules
Comisión, Commission

<table>
<thead>
<tr>
<th>ChatGPT 4 – 3º Answer</th>
<th>&quot;Término en español&quot;, &quot;Término en inglés&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&quot;Carga administrativa&quot;, &quot;Administrative burden&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Estados miembros&quot;, &quot;Member States&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Datos estadísticos&quot;, &quot;Statistical data&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Importe del recurso propio&quot;, &quot;Amount of the own resource&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Generación de residuos&quot;, &quot;Waste generation&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Reciclado de residuos&quot;, &quot;Waste recycling&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Residuos de envases de plástico&quot;, &quot;Plastic packaging waste&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Contribuciones nacionales&quot;, &quot;National contributions&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Presupuesto general de la Unión&quot;, &quot;General budget of the Union&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Comparabilidad&quot;, &quot;Comparability&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Fiabilidad&quot;, &quot;Reliability&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Exhaustividad&quot;, &quot;Exhaustiveness&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Normas detalladas&quot;, &quot;Detailed rules&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Comisión&quot;, &quot;Commission&quot;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table A-4. CoTPs in task Pre-editing with ChatGPT 3 and ChatGPT 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1º Prompt</td>
</tr>
<tr>
<td>ChatGPT 3 – 1º Answer</td>
</tr>
<tr>
<td>In pre-editing, an expert editor or proof reader checks the translation for errors in spelling, grammar, punctuation, coherence and cohesion, as well as to ensure that the tone, style and terminology are accurate and appropriate for the target audience.</td>
</tr>
<tr>
<td>Pre-editing is an important part of the translation process because it helps ensure that the translated text is of high quality and meets the client's requirements and expectations. Pre-editing also helps ensure that the translated text is clear, consistent, and easy to understand for readers who speak the target language.</td>
</tr>
</tbody>
</table>

| ChatGPT 4 – 1º Answer | Pre-editing in the context of translation typically refers to the process of preparing a text for machine translation. This involves cleaning and standardizing the text to improve the quality of the machine translation output. Pre-editing can include: |
| 1. Correcting spelling and grammar errors in the source text. |
| 2. Simplifying complex sentences or breaking them down into shorter, more straightforward sentences. |
| 3. Removing or explaining idiomatic expressions that may not translate well. |
| 4. Standardizing terminology, especially in technical texts. |
Algunos sitúan el inicio de la temporada navideña en el Black Friday, un día de compras masivas que se celebra después del Día de Acción de Gracias en Estados Unidos. Otros, lo sitúan en una fecha en concreto: el 22 de diciembre, cuando se celebra la Lotería de Navidad, un sorteo de lotería muy popular en España. En este día, muchas personas tienen la esperanza de ganar grandes premios, aunque las posibilidades son muy bajas. En el sorteo de la Lotería de Navidad, hay cien mil números posibles, pero solo uno de ellos recibe el premio más grande, conocido como el "Gordo". También hay premios para otros números, pero las probabilidades son similares a encontrar una persona con los ojos cerrados en un estadio lleno de gente o encontrar un cabello específico entre los muchos que tiene una persona. Aunque la Lotería de Navidad es muy importante para muchos españoles, es posible que no sea un evento conocido fuera de España.
"Algunos marcan el inicio de la temporada navideña en el día después del Día de Acción de Gracias, conocido internacionalmente como Black Friday, otros, a mediados de octubre. El consenso, sin embargo, generalmente se sitúa en una fecha específica que combina muchos de los elementos de esta época: el 22 de diciembre y su sorteo anual de Navidad, similar a las loterías de fin de año que se celebran en muchos países. Este evento fomenta reuniones sociales, implica gastos y se asocia con una canción pegadiza de temática lotería que permanece en la mente durante horas o incluso días. Es un tiempo lleno de anticipación y la esperanza de recibir repentinamente una gran suma de dinero. Esta esperanza siempre está ahí, aunque las probabilidades estén en contra.

Las estadísticas son claras. Hay cien mil números posibles, del 00.000 al 99.999. Solo uno de estos números ganará el premio principal de cuatro millones de euros (400.000 euros para cada décimo de un billete completo). La posibilidad de ganar el premio principal, o los premios segundo o tercero (que ofrecen 125.000 y 50.000 euros respectivamente por billete), es de una en cien mil. Esto es similar a seleccionar aleatoriamente a una persona específica de una multitud en un estadio de fútbol completamente ocupado, como cualquier estadio grande con capacidad para 99.354 espectadores, o seleccionar un solo cabello de entre los cien mil pelos que tiene en promedio un ser humano en la cabeza."
In general, the text contains many specific references to Spanish culture and traditions, so a foreign reader may need a greater understanding of these references to fully understand the text.

ChatGPT

In the original Spanish text, the following cultural references may be difficult to understand for a reader from another country unfamiliar with Spanish culture:

1. "Black Friday": While Black Friday is well-known in the United States and has gained popularity in many other countries due to globalization, not all countries observe this shopping holiday.
2. "Puente del Pilar": Literally translates to "The Pillar's Bridge". This is a reference to the Spanish holiday that takes place on October 12th, the Feast of Our Lady of the Pillar. In Spain, a "puente" (bridge) refers to a long weekend or a stretch of days off made by taking additional leave around public holidays. This concept may not be understood in countries where this is not common practice.
3. "Lotería de Navidad": The Christmas Lottery in Spain is a major event with a long history, dating back to 1812. It has a unique format that may not be familiar to people outside of Spain.
4. "miiiil eeeeurooooos": This is a reference to a jingle or catchphrase associated with the Christmas Lottery. People unfamiliar with this tradition would not understand the significance.
5. "Gordo": This term literally means "fat one" and is used to refer to the grand prize in the Spanish Christmas Lottery.
6. "decimo": A "decimo" in the context of the Spanish Lottery is a tenth of a whole ticket. This is unique to the format of the Spanish lottery where whole tickets are often too expensive for one person to buy, so they are split into 'decimos'.
7. "Camp Nou": This is a football stadium in Barcelona, Spain, and is the home stadium of FC Barcelona. The comparison of the probability of winning the lottery to picking out a specific person in the packed Camp Nou stadium assumes the reader knows about this specific stadium and its capacity.
8. "un segundo o un tercer premio": The Spanish Christmas Lottery has a unique structure with several prize levels, which may not be familiar to those outside of Spain.

These terms and cultural references are very specific to Spain and might not be well-known to people from other countries or cultures. In a pre-edited version, these terms would need to be replaced or explained.

ChatGPT

Some people consider the start of the Christmas season to be Black Friday, a day of massive shopping that takes place after Thanksgiving in the United States. Others place it on a specific date: December 22, when the Christmas Lottery is held, a very popular lottery in Spain.
On this day, many people hope to win big prizes, although the chances are very low. In the Christmas Lottery, there are one hundred thousand possible numbers, but only one of them receives the biggest prize, known as the "Gordo". There are also prizes for other numbers, but the odds are similar to finding a specific person with your eyes closed in a stadium full of people or finding a specific hair among the many that a person has. Although the Christmas Lottery is very important for many Spaniards, it may not be a well-known event outside of Spain.

Here is the English translation of the pre-edited Spanish text:
"Some mark the start of the Christmas season on the day after Thanksgiving, known internationally as Black Friday, others, in mid-October. However, consensus generally places it on a specific date that combines many elements of this time: December 22nd, and its annual Christmas draw, similar to the end-of-year lotteries celebrated in many countries. This event promotes social gatherings, involves spending, and is associated with a catchy lottery-themed song that lingers in the mind for hours or even days. It's a time filled with anticipation and the hope of suddenly receiving a large sum of money. This hope is always there, even though the odds are against it.

The statistics are clear. There are one hundred thousand possible numbers, from 00,000 to 99,999. Only one of these numbers will win the main prize of four million euros (400,000 euros for each tenth of a full ticket). The chance of winning the main prize, or the second or third prizes (which offer 125,000 and 50,000 euros respectively per ticket), is one in a hundred thousand. This is similar to randomly picking a specific person from a crowd in a fully occupied football stadium, like any large stadium with a capacity of 99,354 spectators, or picking a single hair from the hundred thousand hairs that an average human being has on their head."

<table>
<thead>
<tr>
<th>ChatGPT 4 – 4th Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Here is the English translation of the pre-edited Spanish text:</td>
</tr>
</tbody>
</table>
| "Some mark the start of the Christmas season on the day after Thanksgiving, known internationally as Black Friday, others, in mid-October. However, consensus generally places it on a specific date that combines many elements of this time: December 22nd, and its annual Christmas draw, similar to the end-of-year lotteries celebrated in many countries. This event promotes social gatherings, involves spending, and is associated with a catchy lottery-themed song that lingers in the mind for hours or even days. It's a time filled with anticipation and the hope of suddenly receiving a large sum of money. This hope is always there, even though the odds are against it.

The statistics are clear. There are one hundred thousand possible numbers, from 00,000 to 99,999. Only one of these numbers will win the main prize of four million euros (400,000 euros for each tenth of a full ticket). The chance of winning the main prize, or the second or third prizes (which offer 125,000 and 50,000 euros respectively per ticket), is one in a hundred thousand. This is similar to randomly picking a specific person from a crowd in a fully occupied football stadium, like any large stadium with a capacity of 99,354 spectators, or picking a single hair from the hundred thousand hairs that an average human being has on their head." |

Table A-5. CoTPs in task Translation (target-driven) with ChatGPT 3 and ChatGPT 4

| 1st Prompt | Translate the following text into English taking into account the target readers are children: “Desde la publicación de su descubrimiento en la famosa Formación Hell Creek -HCF- en 1905, el tiranosaurio rex ha sido el foco de un intenso interés científico y público que persiste hasta nuestros días. Las numerosas hipótesis sobre la biología y el comportamiento de T. rex con las que contamos hasta el momento son el resultado de décadas de investigación centradas principalmente en la morfología esquelética y la biomecánica de estos terribles animales. Sin embargo, hasta hace muy poco tiempo, apenas los últimos 15 años, no se habían aplicado otras técnicas como la histología ósea para investigar algunos aspectos inaccesibles a partir de exámenes generales |
y hasta el momento desconocidos de la vida del T. rex. Algunos de estos aspectos abordan cuestiones que abarcan desde el desarrollo embrionario, pasando por la tasa de crecimiento o la madurez esquelética, hasta la madurez sexual."

ChatGPT 3 – 1er Answer
Since the publication of its discovery in the famous Hell Creek Formation -HCF- in 1905, the tyrannosaurus rex has been the focus of intense scientific and public interest that persists to this day. The numerous hypotheses about the biology and behavior of T. rex that we have to date are the result of decades of research focused mainly on the skeletal morphology and biomechanics of these fearsome animals. However, until very recently, just the last 15 years, other techniques such as bone histology had not been applied to investigate some aspects that were inaccessible from general exams and up until now unknown about the life of T. rex. Some of these aspects address questions ranging from embryonic development, through growth rate or skeletal maturity, to sexual maturity.

ChatGPT 4 – 1er Answer
Here's a child-friendly translation of your text into English:
"Ever since its discovery was published in the famous Hell Creek Formation - HCF - in 1905, the Tyrannosaurus Rex, or T-Rex for short, has been the center of lots of excitement and interest, both for scientists and dinosaur fans like us. We've made a lot of guesses about how the T-Rex lived and behaved, and these guesses are based on years and years of study focused mainly on what its bones look like and how it might have moved around.

However, until very recently - just the last 15 years - we haven't used other methods like studying bone tissues to learn more about parts of the T-Rex's life that we can't figure out just by looking at its bones. Some of these things include how T-Rex babies developed before they were born, how fast they grew, when they became full-grown, and when they were old enough to have babies of their own."

Table A-6. CoTPs in task explicit setting of the translation strategy ChatGPT 3 and ChatGPT 4

<table>
<thead>
<tr>
<th>1er Prompt</th>
<th>Which are the characteristics of the target reader of the following text?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>“Do you know how we know that climate change is really happening?</td>
</tr>
<tr>
<td></td>
<td>Climate change is often presented as a prediction made by complicated computer models, but the scientific basis for climate change is much broader, and models are only one part of it (and, for what it's worth, they're surprisingly accurate).</td>
</tr>
</tbody>
</table>
For over a century, scientists have understood the basic physics behind why greenhouse gases like carbon dioxide cause warming. These gases make up just a small fraction of the atmosphere, but they have a lot of control over Earth's climate by trapping some of the planet's heat before it escapes into space. This greenhouse effect is important: it's why a planet so far from the sun has liquid water and life!

But during the Industrial Revolution, people started burning coal and other fossil fuels to power factories, smelters, and steam engines, which added more greenhouse gases to the atmosphere. Since then, human activities have been heating the planet.

We know this is true thanks to a ton of evidence that starts with temperature measurements taken at weather stations and on ships starting in the mid-1800s. Later, scientists began tracking surface temperatures with satellites and looking for clues about climate change in geological records. All of this data tells the same story: Earth is getting hotter.

Average global temperatures have increased by 2.2 degrees Fahrenheit, or 1.2 degrees Celsius, since 1880, with the greatest change happening in the late 20th century. Land areas have warmed more than the sea surface, and the Arctic has warmed the most – by more than 4 degrees Fahrenheit just since the 1960s. Temperature extremes have also shifted. In the US, daily record highs now outnumber record lows two-to-one.

This warming is unprecedented in recent geological history.”

Characteristics of the target reader of this text could include:

1. **Interest in climate change**: It is important that the recipient has an interest in climate change and in obtaining information about it.
2. **General level of knowledge**: It is important that the receiver has a general level of knowledge about climate change and related scientific and technical concepts.
3. **Reading and comprehension skills**: It is important that the recipient has good reading and comprehension skills to be able to understand the content of the text.
4. **Availability of time**: It is important that the receiver has time to read and analyse the text thoroughly.
5. **Openness to consider different perspectives**: It is important that the receiver is willing to consider different perspectives and arguments on climate change.

The target reader of the provided text seems to possess the following characteristics:

1. **General Audience**: The language used in the text is straightforward, clear, and not overly academic, suggesting that it is intended for
2. **Interest in Climate Change**: Given the subject matter, it's clear the text is aimed at readers who have an interest in understanding the concept of climate change, its causes, and its effects.

3. **Educational Purpose**: The text is explanatory and provides basic information on a complex subject, suggesting it's for educational purposes. Therefore, it could be targeting students or individuals seeking to enhance their knowledge about the environment and global warming.

4. **Non-scientific Background**: The text presents scientific concepts like the greenhouse effect and global warming in an accessible way, indicating it's aimed at individuals who do not necessarily have a scientific background.

5. **Interest in Environmental Issues**: The text's emphasis on historical data and the impacts of human activity suggest a target reader who is concerned with or interested in environmental issues and sustainability.

6. **Language Proficiency**: The reader is expected to be proficient in English, given that the text uses idiomatic expressions like "a ton of evidence", metaphorical language like "planet's heat before it escapes into space", and higher-level vocabulary words like "Industrial Revolution", "geological records", and "unprecedented".

---

**2nd Prompt**

What is the type of reader of the text I have provided above?

**ChatGPT Answer**

The text you provided me with above is a scientific-informative text that focuses on climate change. The language used is technical and precise and draws on a wealth of evidence and data to explain the scientific processes behind climate change. The text also includes a detailed description of the tools and methods used to measure and analyze climate, as well as the observed consequences of climate change. The typical reader would be a person with a background in environmental science, physics, chemistry, geology, statistics and mathematics.

---

**3rd Prompt**

For which type of reader do you think this text is most suitable: A) Physics student, medium level of knowledge on the subject, use of the text for a university assignment. B) Scientist, specialist in the field of...
climate change, using the text for leisure reading. C) Non-scientist, interested in the topic and reads the text to learn more about it. D) Scientist from another field outside climate change and climate, reads the text in a scientific journal. E) Average reader, basic knowledge, basic education.

ChatGPT 3 – 3rd Answer

I think the text is more suitable for audience B) Scientist, specialist in the field of climate change, use of the text for leisure reading. The text contains precise, technical language and draws on a wealth of evidence and data to explain the scientific processes behind climate change, so a scientist specialising in this field would be able to understand and appreciate the content of the text. Although it could be interesting for the audience A) Physics student, medium level of knowledge on the topic, using the text for a university assignment, as the text provides a lot of details and evidence on climate change, but would be difficult to understand for an audience C) Non-scientist, interested in the topic and reading the text to learn more about it. D) Scientist from another field outside climate change and climate, reads the text in a scientific journal, as the text is specific to the topic of climate change and does not relate to other scientific areas, and E) Average reader, basic knowledge, basic training, as the text is technical and requires prior and specific knowledge in the areas mentioned above.

ChatGPT 4 – 3rd Answer

Based on the language, depth of the content, and the way the information is presented, the text seems most suitable for:

C) Non-scientist, interested in the topic and reads the text to learn more about it.

This text provides a broad overview of the topic and is written in a way that is accessible to a general audience. The complexity of the text is appropriate for a non-scientist who is interested in climate change and is seeking to learn more about it.

The text might be too basic for a physics student doing a university assignment (option A), a scientist who is a specialist in the field of climate change reading for leisure (option B), or a scientist from another field reading in a scientific journal (option D). For these readers, the content might lack the depth, complexity, or specificity that they would typically look for.

Option E) Average reader, basic knowledge, basic education could also be a potential reader type, but the text does include some advanced vocabulary and concepts that might be challenging for a reader with only basic education.

Table A-7. CoTPs in task Translation – Strategy-driven with ChatGPT 3 and ChatGPT 4

<table>
<thead>
<tr>
<th>Prompt</th>
<th>What is transcreation?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td></td>
</tr>
</tbody>
</table>
Transcreation is a term used in marketing and advertising to refer to the adaptation of an advertising message, slogan, campaign or any other type of creative content from one language to another, maintaining its meaning, impact and effectiveness in the new language and in the culture of the target audience.

Unlike translation, which focuses on conveying the literal meaning of a text from one language to another, transcreation involves adapting the original message to the culture, values, manner of expression and tone of voice of the target audience in the new language. This implies that transcreation is not limited to simple translation, but also involves the recreation of the creative elements, such as metaphors, puns, images and feelings associated with the original message.

Transcreation is especially important in cases where the creative content has a strong emotional impact on the target audience and its effectiveness is highly dependent on the cultural understanding of the message. Examples of content that can be transcreated include television commercials, billboards, websites, brochures, e-mail messages and other types of creative content used in marketing and advertising.

Transcreation is a process used in the field of translation that involves not just translating text from one language to another, but also creating new content in the target language that conveys the same message and evokes the same emotions as the original text. The term is a blend of 'translation' and 'creation'.

The goal of transcreation is to maintain the intent, tone, and emotion of the original message while making it culturally appropriate for the target audience. This is especially important in areas such as marketing and advertising, where it's crucial to engage and connect with the audience on a cultural and emotional level. It often involves creative writing skills and a deep understanding of both the source and target cultures. For example, a marketing slogan that is a play on words in English may not make sense if it's directly translated into another language. Instead, a transcreator would come up with a new slogan in the target language that conveys the same message and has the same emotional impact.

Transcreation goes beyond literal translation and requires more creative effort, making it a separate field of expertise within the broader translation industry.

What transcreation tactics would you use for the following text? It should be in English for a UK audience: “Tú lo quieres fácil. Nosotros lo tenemos a un clic. Los precios que buscas, los tenemos nosotros. Aprovecha ya las ofertas exclusivas de nuestra web.”

To transcreate this text into English for a UK audience, the following transcreation tactics could be used:

Adaptation of idioms and tone of voice: “Tú lo quieres fácil” could be translated into English as “You want it easy”, and “Aprovecha ya” could be translated as “Get it now”. In addition, for English audiences, a more formal or informal tone of voice could be used, depending on the target audience.
Use of local words and phrases: The text could be adapted using specific British English words and phrases to make it more relevant to the UK audience. For example, you could use "You're after an easy way" instead of "You want it easy" and "Take advantage of our website's exclusive deals" instead of "Aprovecha ya las ofertas exclusivas de nuestra web".

Consideration of culture and values: To adapt the message to the culture and values of the audience in England, the tone and style of the text could be adjusted. For example, a more humorous or sarcastic tone could be used to make the message more appealing to the UK audience. Using these tactics, the text could be transcreated into English as follows: "You're after an easy way. We've got it just a click away. The prices you're looking for? We've got them. Take advantage of our website's exclusive deals now".

To transcreate this text for a UK audience, it would be important to consider not just literal translation, but also cultural nuances and idioms that would resonate with this audience. Here's a possible transcreated version:

"You want it simple. We've got it one click away. The prices you're after, we've got them. Grab exclusive online deals now."

Transcreation tactics used here:
1. **Adaptation of Idioms**: "Tú lo quieres fácil" has been transcreated as "You want it simple." The concept of wanting things to be easy or hassle-free is universal, but the expression has been adapted to fit more naturally into English.

2. **Adaptation of Call-to-Action phrases**: "Aprovecha ya las ofertas exclusivas de nuestra web" has been translated and adapted into a more culturally fitting call to action: "Grab exclusive online deals now". "Grab" is a more casual and engaging term commonly used in UK English for such prompts.

3. **Keeping Meaning and Tone**: The overall tone of the text, which is casual and customer-oriented, has been maintained in the transcreated version. This ensures the message continues to appeal to the target audience in the way the original text intended.

**Table A-8. CoTPs in task Post-editing with ChatGPT 3 and ChatGPT 4**

<table>
<thead>
<tr>
<th>1st Prompt</th>
<th>ChatGPT 3 – 1st Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is post-editing (PE)?</td>
<td>Post-editing&quot; (also known as &quot;post-editing&quot;) refers to the process of reviewing and editing machine-generated text, such as a machine translation system. In post-editing, a human reviews and corrects the machine-generated text to ensure that it is consistent, accurate and fit for purpose. Post-editing is common in the translation industry, where it is used to improve the quality of machine translation. It is also used in other tasks such as copywriting and content creation.</td>
</tr>
</tbody>
</table>
Post-editing (PE) is a process in the field of translation where human translators review, correct, and improve machine-generated translations. This process is particularly prevalent in the context of Machine Translation (MT), where a text is initially translated by an automated system and then polished by a human post-editor.

There are generally two levels of post-editing:

1. **Light Post-editing**: This level aims to make the translated content comprehensible and ensure that it accurately conveys the meaning of the original text. The focus is on correctness rather than style or fluency.

2. **Full Post-editing**: This level not only aims for an accurate translation but also improves the text's style, fluency, and coherence to achieve a quality similar to human translation. Full post-editing often requires the translator to revise the text so that it doesn't seem like it was machine-translated.

The type of post-editing chosen usually depends on the purpose of the translation and the quality standards required for the final text.

The growing use of Machine Translation has made post-editing an increasingly important skill for professional translators. It allows for a more efficient translation process, especially for larger volumes of text and when a rough translation is sufficient. However, for texts requiring high quality, nuanced understanding, and cultural sensitivity, human translation is still necessary.

### Table A-9. CoTPs in task Language checking with ChatGPT 3 and ChatGPT 4

<table>
<thead>
<tr>
<th>Prompt</th>
<th>ChatGPT 3 – 1º Answer</th>
<th>ChatGPT 4 – 1º Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1º Prompt</td>
<td>Identify terminology errors without providing a glossary.</td>
<td>It failed – it asserts that terminology is correct even when some terms are omitted.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>In the Spanish text, the last sentence is translated as &quot;En Estados Unidos, los máximos históricos diarios de nieve superan en dos a uno a los mínimos históricos.&quot; However, this is incorrect because it seems to be talking about snow records, when the original English text is referring to temperature records. A better translation would be &quot;En los Estados Unidos, los récords diarios de altas temperaturas superan en dos a uno a los récords de bajas temperaturas.&quot; This now correctly conveys that record high temperatures are outnumbering record lows two-to-one, not record snowfalls.</td>
</tr>
</tbody>
</table>
Ensure the glossary has been considered when translating the text. If not, indicate when it has not been respected.

<table>
<thead>
<tr>
<th>EN</th>
<th>ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>computer model</td>
<td>modelo informático</td>
</tr>
<tr>
<td>surface temperature</td>
<td>temperatura en superficie</td>
</tr>
<tr>
<td>ice sheet</td>
<td>manto de hielo</td>
</tr>
<tr>
<td>greenhouse gas</td>
<td>gas de efecto invernadero</td>
</tr>
<tr>
<td>fossil fuel</td>
<td>combustible fósil</td>
</tr>
<tr>
<td>sea ice</td>
<td>hielo marino</td>
</tr>
<tr>
<td>land area</td>
<td>superficie terrestre</td>
</tr>
<tr>
<td>ice core</td>
<td>núcleo helado</td>
</tr>
<tr>
<td>factory</td>
<td>factoría</td>
</tr>
<tr>
<td>sea surface</td>
<td>superficie marina</td>
</tr>
</tbody>
</table>

English: “Climate change is often cast as a prediction made by complicated computer models. But the scientific basis for climate change is much broader, and models are actually only one part of it (and, for what it’s worth, they’re surprisingly accurate).

For more than a century, scientists have understood the basic physics behind why greenhouse gases like carbon dioxide cause warming. These gases make up just a small fraction of the atmosphere but exert outsized control on Earth’s climate by trapping some of the planet’s heat before it escapes into space. This greenhouse effect is important: It’s why a planet so far from the sun has liquid water and life!

However, during the Industrial Revolution, people started burning coal and other fossil fuels to power factories, smelters and steam engines, which added more greenhouse gases to the atmosphere. Ever since, human activities have been heating the planet.

We know this is true thanks to an overwhelming body of evidence that begins with temperature measurements taken at weather stations and on ships starting in the mid-1800s. Later, scientists began tracking surface temperatures with satellites and looking for clues about climate change in geologic records. Together, these data all tell the same story: Earth is getting hotter.

Average global temperatures have increased by 2.2 degrees Fahrenheit, or 1.2 degrees Celsius, since 1880, with the greatest changes...
happening in the late 20th century. Land areas have warmed more than the sea surface and the Arctic has warmed the most — by more than 4 degrees Fahrenheit just since the 1960s. Temperature extremes have also shifted. In the United States, daily record high snow outnumbers record lows two-to-one.”

Spanish: “El cambio climático a menudo se presenta como una predicición hecha por modelos de computadora complicados. Pero la base científica del cambio climático es mucho más amplia, y los modelos son solo una parte de ella (y, por lo que vale, son sorprendentemente precisos).

Durante más de un siglo, los científicos han comprendido la física básica detrás de por qué los gases de efecto invernadero como el dióxido de carbono causan el calentamiento.

Estos gases representan solo una pequeña fracción de la atmósfera pero ejercen un control desproporcionado sobre el clima de la Tierra al atrapar parte del calor del planeta antes de que escape al espacio.

Este efecto invernadero es importante: ¡Es por eso que un planeta tan lejano del sol tiene agua líquida y vida!

Sin embargo, durante la Revolución Industrial, las personas comenzaron a quemar carbón y otros combustibles fósiles para alimentar fábricas, fundiciones y motores de vapor, lo que agregó más gases de efecto invernadero a la atmósfera.

Desde entonces, las actividades humanas han estado calentando el planeta.

Sabemos que esto es cierto gracias a un abrumador cuerpo de evidencia que comienza con las mediciones de temperatura tomadas en estaciones meteorológicas y barcos a partir de mediados del siglo XIX.

Más tarde, los científicos comenzaron a rastrear las temperaturas superficiales con satélites y buscar pistas sobre el cambio climático en registros geológicos.

Juntos, estos datos cuentan la misma historia: la Tierra se está calentando.

Las temperaturas globales promedio han aumentado en 2.2 grados Fahrenheit, o 1.2 grados Celsius, desde 1880, con los mayores cambios ocurriendo a finales del siglo XX. Las zonas terrestres se han calentado más que la superficie del mar, y el Ártico es la que más se ha calentado: más de 4 grados Fahrenheit sólo desde la década de 1960. Las temperaturas extremas también han cambiado. En Estados Unidos, los máximos históricos diarios de nieve superan en dos a uno a los mínimos históricos.”
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<table>
<thead>
<tr>
<th>ChatGPT 3 – 2nd Answer</th>
<th>The glossary has been fully respected in the translation of the text.</th>
</tr>
</thead>
</table>
| ChatGPT 4 – 2nd Answer | The Spanish translation respects the provided glossary for most of the terms. However, there are two instances where it does not fully align with the glossary terms:  
1. "Computer models" has been translated as "modelos de computadora" instead of the glossary term "modelo informático".  
2. "Surface temperatures" is translated as "temperaturas superficiales" instead of the glossary term "temperatura en superficie".  
3. "Factories" is translated as "fábricas" instead of the glossary term "factoría".  
4. "Sea surface" is translated as "la superficie del mar", instead of the glossary term "superficie marina".  
These instances should be corrected to align with the glossary. |
| 3rd Prompt: | Convert the measurement units to a different metric system. |
| ChatGPT 3 – 3rd Answer | It failed – it only changes "Fahrenheit" to "Celsius," without recalculating the degrees. |
| ChatGPT 4 – 3rd Answer | Sure, I can convert the Fahrenheit degrees to Celsius degrees (which is used in the metric system), and the "quarter-mile" distance to kilometers:  
English: “Average global temperatures have increased by 2.2 degrees Fahrenheit, or 1.2 degrees Celsius, since 1880, with the greatest changes happening in the late 20th century. Land areas have warmed more than the sea surface and the Arctic has warmed the most — by more than 4 degrees Fahrenheit just since the 1960s. Temperature extremes have also shifted. In the United States, daily record high snow outnumbers record lows two-to-one.”  
Converted English: “Average global temperatures have increased by 1.2 degrees Celsius, since 1880, with the greatest changes happening in the late 20th century. Land areas have warmed more than the sea surface and the Arctic has warmed the most — by more than 2.2 degrees Celsius just since the 1960s. Temperature extremes have also shifted. In the United States, daily record high snow outnumbers record lows two-to-one.”  
Spanish: "Lo mismo ocurre con la casa de los Travers, cuando la encuentra, un cuarto de milla más allá."  
Converted Spanish: "Lo mismo ocurre con la casa de los Travers, cuando la encuentra, unos 0.4 kilómetros más allá." |
<table>
<thead>
<tr>
<th>Prompt</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Define translation review and revision.</td>
<td><strong>Accurately completed – it provides a full definition that includes both translation revision and target text review.</strong></td>
</tr>
</tbody>
</table>

**Table A-10. CoTPs in task Revision and Review with ChatGPT 3 and ChatGPT 4**

1st Prompt

| ChatGPT 3 – 1st Answer | Accurately completed – it provides a full definition that includes both translation revision and target text review. |
| ChatGPT 4 – 1st Answer | Accurately completed – it provides a full definition that includes both translation revision and target text review. |

2nd Prompt

| ChatGPT 3 – 1st Answer | Accurately completed – it provides a full definition that includes both translation revision and target text review. |

**English:** "THE EUROPEAN COMMISSION, Having regard to the Treaty on the Functioning of the European Union, Having regard to..."
Council Regulation (EU, Euratom) 2021/000 of 30 April 2021 on the calculation of the own resource based on plastic packaging waste that is not recycled, on the methods and procedure for making available that own resource, on the measures to meet cash requirements, and on certain aspects of the own resource based on gross national income (1), and in particular Article 5(0) thereof, After consulting the committee established by Article 00 of Directive 2008/98/EC of the European Parliament and of the Council (2), Whereas: (1) Pursuant to Article 5(0) of Regulation (EU, Euratom) 2021/000, Member States should send to the Commission statistical data on the weight in kilograms of generated and recycled plastic packaging waste, as well as the calculation of the amount of the own resource based on non-recycled plastic packaging waste. (2) In order to limit the administrative burden, Member States should be able to transmit statistical data and the amount of the own resource in a single statement. (3) Data on plastic packaging waste generation and recycling constitute the basis for calculating the national contributions to the general budget of the Union. Therefore, it is necessary to reinforce the comparability, reliability and exhaustiveness of those data. (4) In order to guarantee the comparability, reliability and exhaustiveness of data between the Member States, it is appropriate to lay down detailed rules concerning the data to be contained in the statement to be provided to the Commission.”

ChatGPT

Yes, the translated English text is adequate with respect to the Spanish original. The English text accurately reflects the content of the Spanish text, including technical terms and legal provisions. The structure and tone of the text is also maintained in the translation.

ChatGPT

Based on the provided Spanish and English texts, the English translation seems to accurately reflect the content of the original Spanish version. Key elements like the reference to the Treaty on the Functioning of the European Union, Council Regulation, the consultation of the committee established by a directive, and the articles concerning plastic waste and national contributions are all well accounted for. However, a slight discrepancy can be noticed. In the Spanish text, the phrase "Reglamento (UE, Euratom) 2021/770" is mentioned, while in the English translation, the same has been mentioned as "Regulation (EU, Euratom) 2021/000." If "2021/770" is the correct reference number for the Regulation, the English version should reflect this as well. This number should be checked for accuracy. If this was an error in the English text, the English version should read "Regulation (EU, Euratom) 2021/770" for full consistency with the Spanish text. Except for this minor discrepancy, the overall translation from Spanish to English appears to be done adequately, as it seems to preserve the intent, tone, and meaning of the original text.
**Table A-11. CoTPs in task Regular expression with ChatGPT 3 and ChatGPT 4.**

<table>
<thead>
<tr>
<th>Prompt</th>
<th>ChatGPT 3 – 1st Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Prompt</td>
<td>Give me information on the abusive use of adverbs ending in -mente.</td>
</tr>
<tr>
<td>ChatGPT 3 – 1st Answer</td>
<td>The abusive use of adverbs ending in &quot;-mente&quot; is a common problem in writing, especially for beginning writers. These adverbs are used to modify verbs, adjectives, or other adverbs and, although they are useful for accurately describing actions and states, their overuse can make the text redundant, repetitive and uninteresting for the reader. Excessive use of adverbs ending in &quot;-mente&quot; can also affect the clarity and flow of the text, as they can disrupt the rhythm of the reading and make the prose seem stilted and unnatural. It is important to remember that there are other ways of describing actions and states, such as the use of adjectives, nouns, and more precise verbs.</td>
</tr>
<tr>
<td>ChatGPT 4 – 1st Answer</td>
<td>Adverbs ending in &quot;-mente&quot; in Spanish, similar to &quot;-ly&quot; in English, are frequently used to modify verbs, adjectives, and other adverbs. They can provide useful nuances in the sentence; however, their excessive use can be considered a stylistic problem in writing, particularly in formal or academic contexts. Here’s why the abusive use of &quot;-mente&quot; adverbs can be problematic: 1. <strong>Redundancy</strong>: Many times, the adjective itself carries the full meaning and the adverb adds nothing but redundancy. For example, instead of saying &quot;absolutamente seguro&quot; (absolutely sure), you can simply say &quot;seguro&quot; (sure). 2. <strong>Monotonous and cumbersome reading</strong>: When overused, these adverbs can make the text monotonous and more difficult to read. Variety in sentence structure and word choice tends to make prose more engaging and dynamic. 3. <strong>Detracts from the main point</strong>: Over-reliance on &quot;-mente&quot; adverbs can distract from the main point of the sentence. The main focus should be on strong verbs and nouns, not on the adverbs modifying them. To avoid overuse of &quot;-mente&quot; adverbs: - <strong>Use synonyms</strong>: There are many synonyms that can replace adverbs and make the text more varied and interesting. - <strong>Remove unnecessary adverbs</strong>: If the meaning of the sentence remains clear without the adverb, you can simply eliminate it. - <strong>Use other sentence structures</strong>: Instead of relying on &quot;-mente&quot; adverbs, you can create sentences using prepositions, conjunctions, and other structures to express the same idea. Remember, these are stylistic suggestions. The use of &quot;-mente&quot; adverbs isn't wrong per se, but like any other linguistic resource, they should be used judiciously.</td>
</tr>
</tbody>
</table>
I have a text in which the use of adverbs ending in -mente is disproportionate. Edit it to make its use appropriate: *Ligeramente volteado a estribor, de su arboladura intacta colgaban tranquilamente las piltrafas escuálidas del velamen, entre jarcias adornadas elegantemente de orquídeas. El casco, cubierto con una tersa coraza de rémora petrificada y musgo tierno, estaba firmemente enclavado en un suelo de piedras.*

Sutilmente volteado a estribor, de su arboladura intacta colgaban sereñamente las escasas telas desgarradas, mientras las jarcias se engalanaban elegantemente con orquídeas. El casco, protegido por una suave coraza de rémora petrificada y musgo delicado, se encontraba firmemente encajado en un lecho de piedras.

Your text, edited to reduce the use of "-mente" adverbs, could be written as follows:

*Con una ligera inclinación a estribor, las escuálidas piltrafas del velamen colgaban sin alteración de su arboladura intacta, entre jarcias adornadas con orquídeas de forma elegante. El casco, cubierto por una coraza tersa de rémora petrificada y musgo suave, se encontraba anclado firmemente en un suelo de piedras.*

Here's how I made the changes:
- Changed "ligeramente volteado" to "con una ligera inclinación". The adverb "ligeramente" is eliminated by incorporating the sense of slightness into the noun phrase.
- Changed "tranquilamente las piltrafas escuálidas del velamen" to "las escuálidas piltrafas del velamen colgaban sin alteración". By using a phrase ("sin alteración") that conveys the tranquility without needing to use an adverb.
- Changed "adornadas elegantemente de orquídeas" to "adornadas con orquídeas de forma elegante". Instead of the adverb modifying the verb directly, I've used a prepositional phrase to convey the manner of the decoration.
- Left "firmemente enclavado" as it is, because this seems like a crucial part of the description and changing it might affect the intended meaning.

Remember that these are just suggestions and the optimal changes might depend on the specific stylistic and tonal requirements of your text.

Provide it as Regex syntax for use in the memoQ program.

Here I provide you with the regular expression to search for words ending in "-mente" in the text:

```
\b\w+mente\b
```

And here I provide you with the regular expression to search for and replace all words ending in "-mente" in the text:

```Search: '\b(w+)mente\b'```
This regular expression will search for all words ending in "-mente" and replace them with the same word without the "-mente" suffix.

\b\w+mente\b

Here's what each element of the expression does:

- `\b` is a word boundary. It makes sure we're only getting whole words, not words that contain the pattern inside them.
- `\w+` matches one or more word characters (that's the `\w`), where "one or more" is specified by the `+`.
- "mente" matches the actual string "mente", which is the common ending of adverbs in Spanish.
- `\b` at the end is another word boundary, again ensuring we're only getting whole words.

This regex should match any whole word that ends in "mente".

Note: Regular expressions can be very powerful, but also tricky. Always test your expressions before applying them to critical work, to make sure they're doing what you want.

Remember to use the Regex Tagger in memoQ to tag the matched segments. You can use this as a quality assurance step to find all instances of "-mente" adverbs in your translations.
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Abstract. Systematic comparison between machine translation (MT) and human translation (HT) is mostly limited to the evaluation of MT output with HT as reference, as opposed to a more general study of the properties of MT and HT output texts. We present preliminary experiments investigating differences between MT and HT in terms of readability and language complexity. We perform both quantitative and qualitative comparison of the outputs of machine and human translation, using samples of English text across multiple domains and genres and their Hungarian translations created by humans and by the state-of-the-art machine translation system deepl. Our results show that machine translation produces somewhat simpler text than human translation on 3 out of 4 samples, and on 2 samples this effect is caused primarily by human translators using a higher number of complex words. We release all software used in our experiments to facilitate further studies on larger samples, additional languages and domains, and using alternative MT systems.
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1 Introduction

Recent advances in machine translation (MT) have fueled the debate about the future role of human translation (HT), yet systematic comparison between MT and HT is still mostly limited to the evaluation of MT output with HT as reference, as opposed to a more general study of the properties of MT and HT output texts. With this preliminary work we propose to investigate differences between MT and HT in terms of the closely related concepts readability and language complexity. We perform both quantitative and qualitative comparison of the outputs of machine and human translation, using samples of English text across multiple domains and genres, each of which have been translated into Hungarian both by a human and by the state-of-the-art MT system deepl. Our results suggest that machine translation produces somewhat simpler text than human translation on 3 out of 4 samples, and that this effect is often caused by human translators using a higher number of complex words.
The remainder of this paper is structured as follows. Section 2 summarizes related work, Section 3 describes our data sources and documents the process of creating the samples. Section 4 describes the metrics used to analyze each sample, Section 5 presents and discusses the results, and Section 6 concludes the paper. All data and software described in this paper is publicly available under an MIT license from GitHub$^3$.

2 Related Work

Most recent work on the evaluation of machine translation (MT), whether it is based on comparison with human reference translations or on direct assessment by human evaluators, is focused on ranking MT systems from best to worst, as dictated by the leaderboard culture dominating the field of natural language processing (NLP) [14,6]. In this context, comparison of MT output to human translation (HT) is usually performed only quantitatively and with the sole purpose of measuring the degree of similarity between MT and HT output. Exceptions include the work of Ahrenberg [1], who performs a close qualitative comparison of MT and HT on a single newspaper article translated from English into Swedish, focusing on information structure, word order, post-editing required for the MT output, and examples of Translation Procedures [16]. The simple quantitative analysis found that the MT output more closely preserved the number of sentences and tokens of the English original than the human translator, who would often split longer sentences into multiple shorter ones. Another direct comparison of MT and HT is a detailed qualitative comparison of French subtitles of a television show translated from English to French both by deep1 and by professional translators [2], the quantitative component of this analysis focused on the categorization of errors in the MT output.

Another recent analysis compares HT with the output of post-editing (PE) of MT output [23], this work involves statistical analysis of samples across 5 languages and multiple domains, focusing on part-of-speech (POS) sequences, text length, lexical diversity, and lexical density, the latter defined as the ratio of content words. These experiments demonstrate that PE output exhibits lower lexical variety and lexical density than MT, that average sentence length in PE output is closer to that in the source text than to that in the HT output, and that POS sequences in PE output are more similar to those typical of the source language. Another quantitative comparison of MT and HT with respect to lexical diversity was performed in [26], using the Europarl corpus [15] and showing for two language pairs and a wide variety of MT systems that MT produces text with lower lexical richness than HT. [25] extends this study to include measures of morphological variation, focusing on inflectional paradigms of lemmas and showing that MT reduces their diversity compared to HT across all language pairs.

The evaluation of text readability has a long tradition in both applied linguistics and NLP [13,11] Commonly used quantitative measures of readability such

$^3$ https://github.com/recski/comp-trans
as the Flesch–Kincaid test [5,12] and Gunning’s Fog Index [8,7] rely on simple statistics about the average length of words and sentences, such common measures differ only in the exact methods for quantifying these two properties and in the parameters for combining them to obtain a single dimension of readability. Studies on language complexity also use measures such as type-token ratio and word entropy [27], but their relevance to readability remains unclear.

3 Data

We extracted 4 samples of English text from various domains and genres, each taken from publicly available sources. The TED sample is the text of three short talks given at various TED conferences, transcripts of which are available online with translations in multiple languages, including Hungarian. For creating the sample we used a preprocessed dataset that has been previously used for improving neural machine translation systems [21]. Our sample contains the complete transcript of two presentations. The first was given by Barat Ali Ba-toor, the Hungarian translation was created by Zsuzsanna Dan and reviewed by Orsi Mance. The second talk is by Kees Moliker, the Hungarian translator of the transcript was Mária Ruzsáné Cseresnyés, the reviewer of the translation was Anna Patai.

Our second sample, FGM, is an excerpt from the script of the movie A few good men, both English and Hungarian texts were extracted from SRT-formatted subtitles downloaded from OpenSubtitles. The English text is an exact transcript of the movie dialogue, the Hungarian subtitles were extracted from the DVD edition, the translator could not be identified. The data was converted to raw text using the srt library. The 1984 sample is an excerpt from the novel 1984 by George Orwell. The original text was downloaded from Project Gutenberg, the Hungarian version (translated by László Szőgyártó) was extracted from the Szeged Treebank. DC567 is a single document from the multilingual JRC-ACQUIS corpus, a 2006 communication of the European Commission titled A Contribution to the EU’s Growth and Jobs Strategy.

Basic statistics describing the original English and the two Hungarian translations of each of the four samples is presented in Table 1. The four samples were selected to be comparable in length, as measured by the number of words in the English original text. Differences in average sentence length (number of words per sentence) and relative vocabulary size (number of unique lemmas compared to the number of words, also known as the type-token ratio, as measured by Herdan’s C, see Section 4 for details) are characteristic of each genre. When comparing the English originals, the novel 1984 contains the longest sentences and has the largest vocabulary. The DC567 text, a policy statement on matters

---

4 https://www.ted.com/participate/translate
5 https://github.com/neulab/word-embeddings-for-nmt
6 https://www.opensubtitles.org/
7 https://pypi.org/project/srt/
8 http://gutenberg.net.au/ebooks01/0100021.txt
of the economy, is a close second in average sentence length but has a smaller vocabulary, comparable to the presentations in TED3. The movie dialogues in FGM have the shortest sentences and the smallest vocabulary.

Table 1. Basic statistics of the four samples. sens and words are the total numbers of sentences and words in each sample, respectively. w/s is the average number of words per sentence (including punctuation), \(|V|\) is the vocabulary size measured as the number of unique lemmas, \(C_l\) is Herdan's \(C\) on the set of lemmas (see Section 4 for details).

|        | sens | words  | w/s  | \(|V|\) | \(C_l\) |
|--------|------|--------|------|--------|--------|
| 1984   | EN   | 258    | 6181 | 23.96  | 1428   | .83    |
|        | HU (human) | 251 | 5040 | 20.08  | 1614   | .87    |
|        | HU (deepl)  | 257 | 5077 | 19.75  | 1630   | .87    |
| TED3   | EN   | 320    | 4940 | 15.52  | 990    | .81    |
|        | HU (human) | 298 | 4086 | 13.71  | 1223   | .85    |
|        | HU (deepl)  | 303 | 4247 | 14.02  | 1178   | .85    |
| FGM    | EN   | 753    | 7241 | 9.62   | 1106   | .79    |
|        | HU (human) | 562 | 3680 | 6.55   | 1005   | .85    |
|        | HU (deepl)  | 1056| 6244 | 5.91   | 1444   | .83    |
| DC567  | EN   | 277    | 6175 | 22.29  | 1059   | .80    |
|        | HU (human) | 260 | 5845 | 22.48  | 1460   | .84    |
|        | HU (deepl)  | 262 | 5798 | 22.13  | 1338   | .83    |

In addition to the existing human translations we translated all four samples from English into Hungarian using deepl. Each sample was passed to deepl in a single API call, with the entire text as a single text parameter, using default values for all other parameters. The API was accessed using the deep1-python client. Each MT output as well as the human translations and the English originals were tokenized and lemmatized using the default models of stanza [20], accessed via a wrapper provided by the tuw-nlp library.

4 Methods

We compute for each of our samples simple statistical measures of language complexity. A common measure of lexical diversity is the type-to-token ratio (TTR) of a document, measuring the ratio between the number of distinct lemmas (types) and the total number of words in the text (tokens). A common version
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9 https://www.deepl.com/docs-api/translate-text/markup/
10 https://github.com/DeepLcom/deepl-python
11 https://stanfordnlp.github.io/stanza/
of this measure is Herdan’s C [24], also used to measure language complexity by [27], calculated as
\[
\frac{\log \text{#types}}{\log \text{#tokens}}
\]
For each document we calculate Herdan’s C both on the set of words and on the set of lemmas. Since the type-token ratio is highly sensitive to text length, we also compute the Measure of Textual Lexical Diversity (MTLD) [17,18] for each sample, which measures the mean length of word sequences that maintain a given TTR value (0.72 by default). We calculate MTLD on both tokens and lemmas, using the implementation available from the `lexical-diversity` python package\(^{13}\).

Finally, we also calculate Gunning’s Fog Index [8,7], a common measure of text readability based on average sentence length and the ratio of complex words, the latter defined as words containing 3 or more syllables. The formula for calculating the Fog Index is the following
\[
0.4 \times \left( \frac{\#\text{words}}{\#\text{sentences}} + 100 \times \frac{\#\text{complex words}}{\#\text{total words}} \right)
\]
While this metric is widely used for measuring the readability of English text, its applicability to Hungarian is yet to be investigated (see [4] for a first discussion). For this study we used two large text corpora of English and Hungarian to measure the distribution of word length (as measured by the number of syllables) and approximate a more realistic language-specific parameter of the FOG index for Hungarian. For English, we used word counts extracted from the UMBC-Webbase\(^{14}\) corpus [9]. Syllables of each word were counted by lemmatizing them using `stanza` (see Section 3) and retrieving the number of syllables for each word from the CMU pronunciation dictionary\(^{15}\) provided by the Python library `pronouncing`\(^{16}\). Since the dictionary’s coverage is limited, but the full vocabulary of the corpus contains 6.7 million word types, we only lemmatized words with at least 100 occurrences in the UMBC corpus (175,000 types) and then proceeded to further filter out those lemmas that are not present in the CMU dictionary. The remaining set of types still covers 2.89 billion of the 3.34 billion tokens in the UMBC corpus. For Hungarian we used a version of the Hungarian Webcorpus\(^{17}\) [19] that has been lemmatized using `emtsv`\(^{18}\) [10]. Since the number of syllables in a Hungarian word can be determined by simply counting the number of vowel characters, we could efficiently process all 8.8 billion tokens in the corpus.

The distribution of the syllable counts in the two corpora is presented in Figure 1, the raw data is available from the project repository. We observe that by considering all English words with 3 or more syllables as complex the Gunning

---

\(^{13}\) https://pypi.org/project/lexical-diversity/
\(^{14}\) https://ebiquity.umbc.edu/resource/html_id/351/UMBC-webbase-corpus
\(^{15}\) http://www.speech.cs.cmu.edu/cgi-bin/cmudict
\(^{16}\) https://pypi.org/project/pronouncing/
\(^{17}\) https://hlt.bme.hu/en/resources/webcorpus2
\(^{18}\) https://github.com/nyttud/emtsv
FOG index treats about 17% of all tokens in a large web corpus as complex, while for Hungarian a similar ratio (about 15%) can be achieved by considering words with 4 or more syllables as complex. Therefore in the present study we shall calculate the Gunning FOG index for Hungarian texts using this adjusted parameter, noting that further quantitative and qualitative studies would be required to determine whether this metric can be considered a reliable measure of the readability of Hungarian text.

![Fig. 1. Distribution of the number of syllables in words of the UMBC-Webbase corpus (left) and the Hungarian Webcorpus (right)](image)

5 Results

The complexity measures described in Section 4 are shown in Table 2. We observe that while Herdan’s C values show little or no difference between human and machine translations of the same text, the MTDL measure is considerably lower for MT outputs across all samples, suggesting that MT produces lexically less diverse text. Additionally, the Gunning Fog Index is lower for texts produced by deep1 than for those produced by human translators on 3 of the 4 samples, suggesting that machine translation generates somewhat simpler text across a variety of genres and domains. The two factors and how they contribute to Gunning’s F for each sample are visualized in Figure 2, showing that while on the 1984 and DC567 samples the difference is mainly due to the MT output using fewer complex words, on FGM it is primarily caused by shorter average sentences.

We also inspected each sample manually to understand possible sources of quantitative differences between each pair of human and machine translation. First we observe that in the FGM sample of movie subtitles the human translator considerably altered and shortened the contents of the original text, most likely to reduce the number of characters that viewers have to read over a given period.
Table 2. Complexity measures for the four samples. $w/s$ is the average number of words per sentence, $L_c/L$ is the ratio of complex lemmas, $C$ and $M$ are Herdan’s $C$ and MTLD, each measured on both the set of all words ($C_w, M_w$) and all lemmas ($C_l, M_l$). $F$ is Gunning’s Fog Index. For details of each of these measures see Section 4.

<table>
<thead>
<tr>
<th></th>
<th>$w/s$</th>
<th>$L_c/L$</th>
<th>$C_w$</th>
<th>$C_l$</th>
<th>$M_w$</th>
<th>$M_l$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1984</td>
<td>EN</td>
<td>23.96</td>
<td>6.76%</td>
<td>.83</td>
<td>.83</td>
<td>77.7</td>
<td>57.9</td>
</tr>
<tr>
<td></td>
<td>HT</td>
<td>20.08</td>
<td>6.77%</td>
<td>.90</td>
<td>.87</td>
<td>105.6</td>
<td>72.6</td>
</tr>
<tr>
<td></td>
<td>MT</td>
<td>19.75</td>
<td>6.36%</td>
<td>.89</td>
<td>.87</td>
<td>82.1</td>
<td>58.6</td>
</tr>
<tr>
<td>TED3</td>
<td>EN</td>
<td>15.52</td>
<td>5.98%</td>
<td>.83</td>
<td>.81</td>
<td>57.0</td>
<td>39.5</td>
</tr>
<tr>
<td></td>
<td>HT</td>
<td>13.71</td>
<td>5.58%</td>
<td>.89</td>
<td>.85</td>
<td>67.1</td>
<td>46.5</td>
</tr>
<tr>
<td></td>
<td>MT</td>
<td>14.02</td>
<td>6.19%</td>
<td>.89</td>
<td>.85</td>
<td>55.2</td>
<td>38.2</td>
</tr>
<tr>
<td>FGM</td>
<td>EN</td>
<td>9.62</td>
<td>4.17%</td>
<td>.82</td>
<td>.79</td>
<td>62.6</td>
<td>43.8</td>
</tr>
<tr>
<td></td>
<td>HT</td>
<td>6.55</td>
<td>4.24%</td>
<td>.89</td>
<td>.85</td>
<td>54.4</td>
<td>40.0</td>
</tr>
<tr>
<td></td>
<td>MT</td>
<td>5.91</td>
<td>3.91%</td>
<td>.87</td>
<td>.83</td>
<td>38.9</td>
<td>30.9</td>
</tr>
<tr>
<td>DC567</td>
<td>EN</td>
<td>22.29</td>
<td>18.38%</td>
<td>.83</td>
<td>.80</td>
<td>89.0</td>
<td>68.5</td>
</tr>
<tr>
<td></td>
<td>HT</td>
<td>22.48</td>
<td>19.26%</td>
<td>.89</td>
<td>.84</td>
<td>109.7</td>
<td>71.4</td>
</tr>
<tr>
<td></td>
<td>MT</td>
<td>22.13</td>
<td>18.32%</td>
<td>.88</td>
<td>.83</td>
<td>93.9</td>
<td>59.2</td>
</tr>
</tbody>
</table>

Fig. 2. Contributing factors of Gunning’s Fog Index. On each sample, $E$, $H$, and $M$ show values for the English original, the human translation, and the machine translation, respectively.
of time, a standard practice in the production of movie subtitles [2]. This practice is illustrated by the excerpt in Figure 3. As a result, the Hungarian subtitles contain only about half as many sentences and words as the machine translation of the English subtitles (see Table 1 in Section 3), calling into question whether the two texts should be considered comparable.

Next we observed that the differences in average sentence length in 1984 are primarily due to the fact that the human translator is more likely to merge multiple English sentences into a single Hungarian sentence. In the 1984 sample 258 English sentences are translated into 257 and 251 sentences by deep1 and the human translator, respectively, a difference of 2.3%, while the difference in the number of tokens (5077 and 5040) is only 0.7%. A closer inspection of the samples revealed that most of this difference was caused by a single decision of the human translator to translate the five sentences in Figure 4 as a single sentence. Finally we looked at examples of MT using fewer complex words than the human translator. Recall that we consider a word complex if it has 4 or more syllables, based on the calculation presented in Section 4. Figure 5 shows an example sentence from the DC567 sample in English and in the two Hungarian translations, illustrating the human translators' preference for longer words.

6 Conclusion

We presented a preliminary study comparing human and machine translations of the same texts from the point of view of language complexity and readability. Samples of English text from four domains were extracted with existing Hungarian translations written by humans, the machine translation system deep1 was used to create machine translations. HT and MT output was compared quantitatively using multiple measures of lexical diversity and Gunning's Fog Index of readability. For Hungarian we have estimated a language-specific parameter for calculating Gunning’s F on the basis of the distribution of word length in large corpora of English and Hungarian. Qualitative analysis of the samples was also performed to uncover reasons for the observed quantitative differences. We find that on 3 out of 4 samples human translations exhibit slightly higher complexity levels than machine translations. On the two samples containing fiction and legal text this effect is the result of the human translator choosing more complex words, while in the case of the sample containing movie subtitles it appears to be a byproduct of the human translator shortening the text to about half its length, most likely in compliance with external requirements, a finding that questions the suitability of movie subtitles for this type of study.

In light of these preliminary results we believe that further study is required to determine whether MT and HT output exhibit systematic differences in readability and whether such effects are specific to certain domains, genres, or languages. When interpreting measures of readability, their applicability to a given language should also be investigated. We release all code used in the paper as
Daniel Alistair Kae e, born June 8, 1964, at Boston Mercy Hospital.

Your father’s Lionel Kae e, former Navy judge advocate and attorney general of the United States, died 1985.

You went to Harvard law. Then you joined the Navy... probably because that’s what your father wanted you to do.

And now you’re just treading water for three years in the JAG Corps. Just laying low till you can get out and get a real job.

If that’s the situation, that’s fine. I won’t tell anyone.

But it’s my feeling that if this case is handled in the same... fast-food, slick-ass, Persian bazaar manner... with which you seem to handle everything else...

then something’s gonna get missed.

And I wouldn’t be doing my job if I allowed Dawson and Downey... to spend any more time in prison than absolutely necessary...

because their attorney had predetermined the path of least resistance.

Fig. 3. Excerpt from the FGM sample illustrating that the human translator considerably shortened the subtitles, most likely to comply with requirements on the maximum amount of text that can be displayed over a certain period of time. In this sample, 185 tokens in the original text were reduced to just 91 tokens in the translation.
They were the homes of the four Ministries between which the entire apparatus of government was divided. The Ministry of Truth, which concerned itself with news, entertainment, education, and the fine arts. The Ministry of Peace, which concerned itself with war. The Ministry of Love, which maintained law and order. And the Ministry of Plenty, which was responsible for economic affairs.

Fig. 4. A series of five sentences from the 1984 sample that was mapped to a single Hungarian sentence by the human translator

open-source software\textsuperscript{19} to facilitate similar studies on additional languages and domains, on larger samples, or using alternative MT systems.

Acknowledgements We thank the two anonymous reviewers for their many useful suggestions, for pointing out additional references, and for recommending MTDL as an additional measure of lexical diversity.

\textsuperscript{19} \url{https://github.com/recski/comp-trans}
The Doha Development Agenda remains our first priority.

and the Commission is working intensively to restart the Doha negotiation after its suspension in July 2006.

Fig. 5. Sample sentence from the DC567 data, illustrating the human translator's preference for longer words. Bold indicates Hungarian words with 4 or more syllables in their lemma, considered as complex when calculating Gunning’s F (see Section 4)
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Abstract. ChatGPT has shown promising results for Machine Translation (MT). However, whether it is comparable to standard translation models and performs well in some specific domain remains as an open question. In this paper, we conduct human evaluations on its translation performance in three domains using the Direct Assessment (DA) method. The evaluation result shows that ChatGPT as a whole achieves comparable performance with standard translation models, especially in the general domain. However, ChatGPT’s performance is inferior in terms of translating domain-specific terminologies, and it appears to be informal when it comes to the Information and Communications Technology (ICT) and biomedical domains, where the text style is distinctively different from that in the general domain.

Keywords: ChatGPT, Human Evaluation, Direct Assessment.

1 Introduction

Recently, the emergence of ChatGPT has brought remarkable influence on Natural Language Processing (NLP) tasks. ChatGPT is an intelligent chatbot developed by OpenAI. It has shown promising results for Machine Translation (MT) and is becoming a new paradigm for translation [3,2,7].

To the best of our knowledge, the evaluations of ChatGPT translation quality in these studies [3,2,7] are all made based on commonly used automatic evaluation metrics (BLEU [6], COMET [8]), rather than human evaluation. We are particularly interested in human evaluation for ChatGPT translation results, especially the human evaluation gap with commercial translation systems in different domains.

In this paper, we conduct human Direct Assessment (DA) [1] on ChatGPT’s translations and those of two other translation systems (Google Translate and Huawei Translate) in three domains, including one general domain (WMT22 General MT Task) and two specific domains (WMT22 biomedical and Information and Communications Technology (ICT) domains). The DA scoring criteria in
use are developed mainly based on translation accuracy and fluency dimensions specified by China Conference on Machine Translation (CCMT).

2 Evaluation Settings

2.1 Models

We mainly compare the translation results of ChatGPT with Google Translate\(^1\) and Huawei Translate (which is a proprietary engine based on transformer). The results in this paper come from the \textit{gpt-3.5-turbo} models, which power ChatGPT. And the translation prompt is “Please translate the following sentence into Chinese: <sentence>”.

2.2 Data

We construct three English-Chinese (en-zh) datasets from one general domain and two specific domains (biomedical and ICT), and choose 200 parallel sentences randomly sampled from the WMT22 General MT Task \cite{4}, WMT22 Biomedical MT Task \cite{5}, and ICT translation task, respectively.

2.3 Metrics

In this paper, we utilize DA metrics \cite{1} to evaluate ChatGPT and the two translation systems on the three datasets. DA is a commonly used human evaluation method for translation, which involves collecting human assessments of translation quality for single MT systems. It requires highly trained and experienced assessors in the domains concerned. Assessors are provided with a

\(^1\) https://translate.google.com
Table 2. DA, BLEU and COMET scores for the three systems (Huawei, Google, and ChatGPT) in the general, biomedical and ICT domains.

<table>
<thead>
<tr>
<th>System</th>
<th>DA</th>
<th>BLEU</th>
<th>COMET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>General</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huawei</td>
<td>73.03</td>
<td>48.49</td>
<td>85.3</td>
</tr>
<tr>
<td>Google</td>
<td>77.86</td>
<td>49.60</td>
<td>86.7</td>
</tr>
<tr>
<td>ChatGPT</td>
<td>77.61</td>
<td>40.64</td>
<td>86.9</td>
</tr>
<tr>
<td></td>
<td><strong>Biomedical</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huawei</td>
<td>77.90</td>
<td>45.71</td>
<td>86.0</td>
</tr>
<tr>
<td>Google</td>
<td><strong>80.24</strong></td>
<td><strong>49.25</strong></td>
<td><strong>86.7</strong></td>
</tr>
<tr>
<td>ChatGPT</td>
<td>75.39</td>
<td>39.56</td>
<td>85.9</td>
</tr>
<tr>
<td></td>
<td><strong>ICT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huawei</td>
<td><strong>93.03</strong></td>
<td>32.83</td>
<td><strong>82.4</strong></td>
</tr>
<tr>
<td>Google</td>
<td>92.49</td>
<td><strong>33.49</strong></td>
<td>81.9</td>
</tr>
<tr>
<td>ChatGPT</td>
<td>84.21</td>
<td>28.12</td>
<td>81.0</td>
</tr>
</tbody>
</table>

candidate translation and a corresponding translation hint (e.g. the source text, a reference translation, or multimodal content) and are asked to assign a quality score from 0 to 100. Our scoring criteria for DA are shown in Table 1. Following the DA criteria, 7 assessors with more than 10 years of translation experience score the 600 sentences separately based on source texts and references. For each sentence, we have at least 3 assessors score it and take the average score as its DA score. In addition, two commonly used automatic metrics BLEU [6] and COMET (wmt22-COMET-da) [8] are used for reference.

3 Evaluation Results

3.1 DA Scores

As shown in Table 2, the DA score for ChatGPT is 77.61 in the general domain, 75.39 in the biomedical domain, and 84.21 in the ICT domain. In the general domain, ChatGPT’s DA score is just 0.25 points (77.86 – 77.61) lower than that of the best performer, Google Translate. However, in the ICT domain, its DA score is much lower than those of the other two (more than 5 points lower). The DA results are basically consistent with the BLEU and COMET results. The reason for the inferior performance of ChatGPT in translating domain-specific terminologies is that ChatGPT is trained using publicly available data and is seldom trained in domain-specific terminologies.

As a whole, ChatGPT achieves competitive performance compared with Google Translate and Huawei Translate, although it is not the best among the three systems in any domains covered in this paper. The result aligns with recent research in [7] and [2].
Table 3. A case of idiom translation, where only ChatGPT correctly translates the real meaning of "pull his shit on".

<table>
<thead>
<tr>
<th>SRC</th>
<th>This is letting Uri Geller try and pull his shit on James Randi.</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>这是让尤里·盖勒在詹姆斯·兰迪身上耍花招。</td>
</tr>
<tr>
<td>ChatGPT</td>
<td>这是让Uri Geller尝试对James Randi拉屎。</td>
</tr>
<tr>
<td>Google</td>
<td>这让Uri Geller试验对James Randi拉屎。</td>
</tr>
<tr>
<td>Huawei</td>
<td>这让Uri Geller尝试把他的屎拉到James Randi身上。</td>
</tr>
</tbody>
</table>

*耍花招 indicates playing tricks; 拉屎 literally means pooping; 把他的屎拉到 indicates putting one's poop onto.

Table 4. A case of ICT terminology translation, where only Huawei Translate correctly translates the terminology "BIER header".

<table>
<thead>
<tr>
<th>SRC</th>
<th>Multicast packet forwarding in a BIER domain is based on the BitString field in the BIER header.</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>BIER域中的组播数据包基于BIER报文头中的BitString字段转发。</td>
</tr>
<tr>
<td>ChatGPT</td>
<td>BIER域中的组播数据包转发基于BIER报文头中 的BitString字段。</td>
</tr>
<tr>
<td>Google</td>
<td>BIER域中的组播数据包转发基于BIER报文头中的BitString字段。</td>
</tr>
<tr>
<td>Huawei</td>
<td>BIER域中的组播数据转发基于BIER报文头中的BitString字段。</td>
</tr>
</tbody>
</table>

*BIER报文头 means a BIER header, and BIER 报头 means a BIER label header.

3.2 Case Analysis

As shown in Table 2, in the general domain, the DA score for ChatGPT is very close to that for Google Translate and much higher than that for Huawei Translate. And its COMET score is the highest. This means that ChatGPT performs very well in translation tasks for the general domain. However, ChatGPT gets the lowest BLEU score in this domain. One of the reasons is that BLEU does not reflect the semantic accuracy, and a correctly translated sentence may still receive a low score.

**Merits of ChatGPT:** A distinctive feature of ChatGPT is that it can produce fluent and natural results on colloquial and informal text. Translationese describes awkwardness in text generated during translation that distinguishes translated text from original ones. ChatGPT suffers the least from translationese among the three evaluated models because it is built on the language training model. For instance, overly literal translation of idioms is one type of translationese. ChatGPT manages to translate beyond literal words and present the real meaning. An example is shown in Table 3, where only ChatGPT correctly translates the idiom "pull his shit on".

**Weakness of ChatGPT:** While we credit ChatGPT with fluent outputs on colloquial text, its results appear to be informal when it comes to the ICT and biomedical domains, where the text style is distinctively different from that of the general domain. In addition, ChatGPT’s performance is inferior to the other two systems in the two domains that involve a lot of domain-specific terminologies. In particular, ChatGPT is sometimes unable to identify the implications of words and as a result produces sentences with poor logic. In comparison, Huawei Translate
is adapted to the ICT domain so it has the greatest terminology accuracy in this domain. As shown in Table 4, "BIER header" should be translated into "BIER报文头" instead of "BIER标头". The result implies that domain adaptation might be the key enabler for standard MT models to compete with foundation models.

4 Conclusion

Regarding English→Chinese translation, ChatGPT as a whole achieves comparable performance with standard MT models, especially in the general domain, where the source text is colloquial and does not involve many terminologies. In this domain, ChatGPT can produce fluent and natural results and suffers the least from translationese among the three evaluated models. However, in the biomedical and ICT domains, where a large number of domain-specific terminologies are involved, ChatGPT is incompetent to translate the terminologies in many cases. It is worth researching on whether ChatGPT’s performance can be further improved when external knowledge is input into it. Currently, directly using ChatGPT for domain-specific translation is not recommended.
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Abstract. Due to the increasing integration of machine translation (MT) workflows in the day-to-day operations of many LSPs around the world, the raw output quality is becoming one of the key elements to be considered during translation and localization tasks, as it has a direct influence on turn-around times and overall costs. One of the key factors in the use of machine translation quality estimation (MTQE) tools will be the possibility to create readable reports for all stakeholders within the localization workflow. In the following, a preliminary work on the analysis of MTQE scores and on the creation of such a report by comparing them with fuzzy match percentages from CAT tools will be illustrated.
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1 Introduction

In today’s machine translation (MT) workflows, the quality of the MT raw output is usually evaluated after a post-editing (PE) step to be carried out by a linguist or bilingual professional. The MT is compared to the version of the text that has been reviewed and corrected by a human and different quality metrics and comparison methods can be used to evaluate how good the original translation was. Typical such metrics include, for instance, BLEU scores [5], TER [8], chrF++ [7], etc. All these evaluation methods rely on a human reference and are therefore necessarily carried out at the end of the translation process, after PE.

MT evaluation is essential to monitor the MT engines’ performance and to manage any retrain and/or finetuning steps on the models.

Contrary to MT evaluation, machine translation quality estimation (MTQE) models give an automatic estimate of the quality of the MT raw output without relying on human reference texts and may, therefore, be deployed at the beginning of the process for a better overview of costs, turn-around times, PE effort, and/or to determine which MT engine is better suited for the content at hand.

Depending on the single use cases, different kind of metrics can be used as the MTQE models’ output, and they can be displayed in different ways to the end user based on each case’s needs.
One popular such method of displaying the result consists in showing the MTQE analysis results to the post editors with a “traffic light” coding [1, 6, 10] representing a binary indication of the estimated quality of the MT raw output. The linguist in this case is given an indication such as:
- Good/green: the MT output can be used for post-editing according to the automatic estimation as it requires little to no changes;
- Bad/red: the MT suggestion should be discarded as a human translation from scratch would require less time/effort.

Béchara et al. [1] based their traffic light system on fuzzy match scores as “translators are more used to working with TM leveraging and fuzzy matches” and used a 75% quality threshold to predict the good/bad evaluation. In their study, however, fuzzy match percentages are not shown to the post-editors who are then provided with the quality estimation by means of color codes.

It is worth mentioning that previous testing in user settings has shown contradicting results on the usefulness of displaying MTQE scores to post-editors [1, 6, 9, 10], the interest for MTQE is still rising there have been suggestions for the fact that MT confidence score may be useful during translation and localization workflows and Moorkens et al. report that most post-editors who took part in their survey would also like “to be presented with confidence scores for each target text segment from the MT engine.” [3].

In the following sections, the possibility will be discussed to find a correspondence between fuzzy match percentages and TER scores resulting from MTQE, with the aim of finding an alternative way to present MTQE results to end-users. The analysis is still ongoing, and this paper will present only preliminary considerations on the matter.

2 MTQE Tool

The tool presented in the following sections is part of a machine translation quality assessment (MTQA) product developed to be used in production [4].

The MTQA application was designed as a standalone tool including MT quality evaluation metrics and MTQE models to be used by non-programmers in a localization workflow.

2.1 Standalone MTQA Tool

The MTQA tool was developed as a standalone application so it could address the need for flexibility required for typical localization and translation workflows within language service providers (LSPs), where the MTQA tool will need to be integrated with other existing applications using different file standards.

It is nowadays not uncommon for LSPs to deploy different computer-assisted (CAT) tools during their workflows and even different MT engines, either trained on specific domains or generic engines. Such MT models may as well be supplied by different providers depending on language combinations, price, trainability, and other factors.
A standalone tool would allow users to obtain an MTQE analysis of any job regardless of the different systems used to manage the files.

### 2.2 MTQE Model

The results taken into consideration for this paper come from an MTQE model based on Google’s BERT \[^2\] and trained with proprietary industry data consisting of a source text in English, the MT raw output in Italian and a post-edited version, in the technical domain. The labelling for the training consisted of the TER scores between the MT and the PE at a sentence-by-sentence level.

The model provides a hypothesis on how many changes are needed to change the MT output into the closest possible correct version.

The results of the MTQE are presented to the end user in a .csv file by providing an estimation of the edit distance for each sentence in the analysed MT raw output text.

<table>
<thead>
<tr>
<th>Index</th>
<th>SRC</th>
<th>MT</th>
<th>predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SLIDE VALVE</td>
<td>VALVOLA PER BUTTA</td>
<td>41.1129670431140</td>
</tr>
<tr>
<td>2</td>
<td>BACKGROUND OF THE INVENTION</td>
<td>STATO DELL’ARTE DELL’INVENZIONE</td>
<td>21.079966449385120</td>
</tr>
<tr>
<td>3</td>
<td>1. Field of the invention</td>
<td>1. Campo dell’invenzione</td>
<td>19.704906583027100</td>
</tr>
<tr>
<td>4</td>
<td>2. Background and Related Art</td>
<td>2. Stato dell’arte e arte contenute</td>
<td>36.888992850153050</td>
</tr>
<tr>
<td>5</td>
<td>The actuator is a key component for a fluid catalytic cracking.</td>
<td>L’attuatore è un componente chiave per un funzionamento a una presa.</td>
<td>41.30142793621340</td>
</tr>
<tr>
<td>6</td>
<td>Existing actuators continue to have certain deficiencies.</td>
<td>Attuatori esistenti continuano ad avere alcune mancare.</td>
<td>34.9902977433204600</td>
</tr>
<tr>
<td>7</td>
<td>Some existing actuators include a manual actuation element. Alcuni attuatori esistenti includono un elemento di azionamento manuale.</td>
<td>27.94210069957040</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>JP2004 251487 discloses a half nut device or split nut. JP 2004 251487 discloses un dispositivo per semilato o un dispositivo di</td>
<td>36.40020347854810</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 1** Example of a .csv file with sentence-by-sentence estimation scores.

### 2.3 Interpretation of Results

For the tool to be usable in a production setting, the aforementioned list of sentence-by-sentence numbers needs to be easily readable by people working in difference capacities within an LSP or localization department. On the one hand, project managers will need a quick overview of the MT quality to manage costs and time. On the other hand, linguists should be able to read the results to decide whether to discard the MT output as the quality will be too low or to use it as a starting point for PE, and, in the latter case, to gauge the necessary effort for each segment.

The approach chosen to create a readable report for project managers and linguists was to compare the MTQE results for each sentence to a hypothetical fuzzy band match between the MT raw output and the post-edited version.

**Fuzzy Matches Scores.** To create the fuzzy match scores for each sentence, mock projects are set up on common commercial computer-assisted translation (CAT) tools. Translation memories (TMs) are created ad-hoc, in which the MT raw output is used as source and the text in the source language as target. When the mock project is created, the post-edited version is used as source text and a TM match batch task is launched using the lowest possible pretranslation threshold.

This will create a pretranslated bilingual file containing fuzzy match percentages calculated between the two Italian versions (MT and PE).
It is important to take into consideration that fuzzy match percentages of the same sentence do not necessarily correspond from one CAT to another. In fact, in a sample text containing 9254 words and 528 segments, 70% of the segments did not receive the same scoring, and 55% of the total number of segments would not be categorized in the same fuzzy match band in a common CAT fuzzy analysis, either.

Table 1. Analysis of an example text by two common commercial CAT tools. The fuzzy matches scores are calculated by comparing raw MT with its post-edited version.

<table>
<thead>
<tr>
<th></th>
<th>CAT 1</th>
<th></th>
<th>CAT 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Word count</td>
<td>Words %</td>
<td>Word count</td>
</tr>
<tr>
<td>100%</td>
<td>1037</td>
<td>11%</td>
<td>1111</td>
</tr>
<tr>
<td>95%-99%</td>
<td>377</td>
<td>4%</td>
<td>2061</td>
</tr>
<tr>
<td>85%-94%</td>
<td>2410</td>
<td>26%</td>
<td>4057</td>
</tr>
<tr>
<td>75%-84%</td>
<td>2825</td>
<td>31%</td>
<td>1336</td>
</tr>
<tr>
<td>50%-74%</td>
<td>2270</td>
<td>25%</td>
<td>657</td>
</tr>
<tr>
<td>New</td>
<td>335</td>
<td>4%</td>
<td>32</td>
</tr>
<tr>
<td>Total</td>
<td>9254</td>
<td></td>
<td>9254</td>
</tr>
</tbody>
</table>

Skewed Results. During the analysis it was clear that the distribution of both the fuzzy match percentages and of the MTQE scores was strongly skewed, showing a majority of good to very good quality segments, either with very low TER scores from MTQE or with very high fuzzy indication.

This may show that the training data used to create the model were themselves biased, the MT raw output used to create the TER labels being of too high quality and not containing enough low-quality segments for the engine to learn correctly.
Fig. 2 Distribution graphs for (a) fuzzy matches from CAT1, (b) fuzzy matches from CAT2, and (c) MTQE scores (expressed in TER, where the lower the score, the less changes should be applied and therefore the higher the quality).

**MTQE-Fuzzy Matching.** The matching process to create an MTQE analysis to be used in production is still on-going.

The skewed distribution of the CAT fuzzy match percentages has a direct influence on the availability of segments in the lower bands to be compared with the MTQE scores, thus slowing down the mapping of a possible QE analysis.

### 3 Conclusions and Future Work

The one presented above is only one of the possible approaches both for the creation of an MTQE tool and for the development of user-readable quality reports.

Future work for the continuation of the analysis described above includes the re-training of the models with more symmetrical data and the use of comparison texts containing a higher number of fuzzies within the lower bands (50%-74% and 0%-49%).

Though clarity in the interpretation of results from MTQE models will be a key factor in the uptake of such tools, there can be numerous approaches to obtaining it, only one of which has been presented herein, which may be useful for some use-cases and not applicable for others.
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1 Introduction

With the recent advances of neural machine translation (NMT), numerous language service providers and professional translators are adopting machine translation post-editing as a new way of working. As a result, we are likely to be increasingly exposed to machine-generated texts that are post-edited by human translators. This major shift in the translation sector comes with its share of questions. Some of them, such as the ones regarding the quality of machine translation (MT) and post-editing (PE), have been widely studied, while others, like questions of style, have garnered less attention. By studying the specific characteristics of post-edited machine translations (PEMT), we hope to shed light on these relatively unexplored areas. We focus on so-called post-editese features and raise the question of their universal character.

We start by presenting the motivation and goal of our paper. We then summarise our methodology and introduce our research question, corpora and metrics, before presenting our results. We end with some concluding remarks and perspectives for future work.

2 Motivation and Goal

In recent years, numerous studies have attempted to analyse the characteristics of PEMT in comparison with human translations (HT), employing various methodologies and focusing on different phenomena, such as cognate translations...
or terminological variations [14], frequency of certain words or phrases [10], and variation of translation solutions [9] (a more detailed description of these studies and their primary results can be found in [13]). While these studies have yielded promising results in terms of developing our understanding of post-edited language, it remains difficult to generalise on the characteristics of post-edited texts, due the variety of study designs and features under investigation. In an attempt to establish a stronger theoretical and methodological framework for the study of PEMT in contrast with HT, some researchers [3, 4, 7, 11] have decided to examine the question through the prism of corpus-based translation studies (CBTS) and the well-known concepts of translationese and translation universals (also sometimes called “universal features of translation”), as introduced by [1]. In 2017, [7] put forward the notion of post-editese and defined it as “the expected unique characteristics of a post-edited text that set it apart from a [human] translated text”. Following this work, several researchers took part in the quest to identify the universal features of post-edited texts (see [3, 4, 11, 13]).

These studies examine the metrics related to lexical richness or diversity, lexical density and sentence length, among other features. [7] was unable to prove the existence of post-editese, whether based on human judgement or on automatic classification. On the other hand, [3, 4, 11, 13] have observed certain significant differences between HT and PEMT. In [11], the investigated PEMT corpora exhibit lower lexical richness and lexical density than their HT counterparts, as well as a sentence length that is closer to the source (with the exception of one corpus). The hypotheses put forward by [4, 3] are in line with the work of [11], but were not confirmed by all datasets. Similar hypotheses were also advanced by [13], with results confirming the conclusion drawn by [11] with regard to lexical richness and density, but not sentence length.

We identified 3 main axes around which we can work to gain a deeper understanding of these phenomena. First, there is a quantitative axis. Since this area of research is still in its infancy, studies are limited in numbers and scale, making it difficult to generalise. In particular, there is a lack of studies on large datasets. We therefore need large and reliable corpora of HT and PEMT in order to study post-editese. Second, there is a methodological axis. A clear methodological framework for the study of post-editese still has yet to be defined. Corpus type and size vary, as well as the metrics that are being used, which can be very sensitive to independent factors and calculation methods [2]. It is therefore almost impossible to compare results between different studies. The question of the type of corpus used (parallel or comparable) is also a determining factor in post-editese research (for a discussion of this topic, see [12, 13]). Implementing a clear methodological framework would clearly help advance studies in the field.

Finally, the third axis is related to the angle of study. The focus on finding systematic differences between texts based solely on the mode of translation (HT vs PEMT) tends to take attention away from other possible factors. This is a problem that has already been identified in CBTS in relation to the study of translation universals [8]. As language is a multi-factorial product, it can be influenced by a number of factors, and each of these factors, or combinations of them,
can account for some of the differences observed. The influence of other potential factors (such as language pair, MT system, domain, and experience/status of the post-editor) is often neglected in favour of the translation mode. Furthermore, the ultimate goal of identifying “universal” post-editese features diverts the attention of researcher from post-editese features that are specific to certain language pairs, domains and MT systems. We are therefore convinced that the field would benefit from adopting a broader perspective.

With regard to the third axis, the aim of our work is to take a step back from previous studies and interrogate the universal character of previously identified post-editese features by comparing them across different corpora. We also attempt to address the first and second axes by working with several relatively large corpora and applying the same methodology to all of them.

3 Methodology

3.1 Research Question

In this study, we compare HT and PEMT on different corpora with different language pairs and different MT systems, in order to answer the following research question:

*Are we able to identify consistent features in post-editese across corpora with different source languages, different domains and different MT systems?*

In other words, post-editese features are examined while taking into account not only the translation mode, but also the corpus, source language and MT system as independent variables.

3.2 Corpus

**Corpus design:** Our experiment is based on two distinct corpora made up of authentic translation jobs gathered from two different companies\(^1\). The design of both corpora is identical and the same methodology was used to compile them. CorpusDEfr contains professional translations from German into French gathered from an insurance company based in Switzerland. CorpusENfr also contains professional translations, but from English into French, which originate from a sports organisation, also based in Switzerland.

Both corpora consist of two sub-corpora of the same size, one made up of PEMT segments and the other made up of HT segments. For each sub-corpora, we have access to source and target segments\(^2\). For CorpusENfr, PEMT segments were all produced using the same MT system (a customized NMT engine), while

---

1 For a discussion of the advantages and limitations of working with authentic data, see [13].

2 For PEMT, we only have access to the final post-edited segments, as raw MT is not saved during the translation process.
for CorpusDEfr, PEMT segments were produced using three different generic NMT systems. For each language pair, HT and PEMT sub-corpora are assumed to be comparable. Indeed, they contain the same type of texts, translated in the same context and by the same team of translators.

**Corpus creation methodology:** The first step in corpus creation consists of gathering human and post-edited translation material. Data was gathered in the form of translation memories and the translations were all produced by professional translators in their usual working environment.

Once the material had been gathered, the following pre-processing steps were applied:

- Extraction of the translated content (source and target, segment by segment)
- Identification and subdivision of HT and PEMT segments
- NER (Named entity recognition) tagging and anonymisation (only for the CorpusDEfr)\(^3\)
- Cleaning steps (removing urls, non alphabetical segments, potential personal information, etc.)
- Identification and deletion of duplicate segments
- Sampling by source segment length (removing segments shorter than 6 tokens and longer than 40 tokens)
- Random sampling to obtain the same size for both translation modes (HT and PEMT).

Through this pre-processing, we seek to attain clean and comparable sub-corpora (HT and PEMT) for each corpus/language direction. Figures 1 and 2 present the structure of each corpus as well as the number of tokens for each corpus and sub-corpus.

### 3.3 Metrics

Below, we present, the four different metrics selected for this experiment. The first three (or variants of them) are commonly used to identify post-editese. To the best of our knowledge, the fourth metric has never been used to investigate post-editese.

**Type token ratio variation between source and target (TTRvar):** Type-token ratio (TTR) is a metric that is commonly used in the study of post-editese, it reflects the lexical richness of a text or corpus. It is computed by dividing the number of unique words by the total number of words \([2]\). Given that HT and PEMT target corpora are derived from different source corpora, target TTR scores cannot be directly compared and we have to take into account potential differences in TTR scores between the sources \([13]\). We therefore decided to compute and compare the percentage of variation between source and target in TTR scores.

\(^3\) The anonymisation was required by the corpus provider.
both translation modes and refer to this score as TTRvar. The TTRvar score is computed as follows:

$$TTR_{var} = \frac{TTR_{target} - TTR_{source}}{TTR_{source}} \times 100$$

A negative TTRvar means that, for the given language pair, the target exhibits a lower TTR than its source counterpart.

**Lexical density variation between source and target (LDvar):** Lexical density corresponds to the number of lexical words (verbs, adverbs, nouns, proper nouns and adjectives) divided by the total number of words [11]. Post-editese studies often include this score as a measure of the amount of information contained in a text [11, 4]. Again, the influence of the source corpora has to be taken into account when comparing lexical density. Hence, we compute the percentage of variation of LD between source and target (LDvar), based on the same formulae as for TTRvar. Here again, a negative score indicates that the target has a lower LD than its source counterpart.

**Expanding ratio (ER):** Measurements related to sentence length are also often part of post-editese studies, either in the form of mean sentence length [3], length ratio [11] or expanding ratio [10, 13]. We opted for the latter, given that
it is a percentage that reflects the sentence length variation between source and target, as measured in words \([6,5]\), thus fulfilling the need to take into account source variability. It is computed using the following equation:

\[
ER = \frac{\text{Length}_{\text{target}} - \text{Length}_{\text{source}}}{\text{Length}_{\text{source}}} \times 100
\]

A positive ratio means that the target segment is longer than the source.

**Parsing height variation (Parsvar):** The parsing height corresponds to the maximum height of the dependency parsing tree at sentence level. It is computed by counting the maximum number of heads of each sentence’s dependency parsing tree. Parsvar score corresponds to the percentage of variation in parsing height between source and target. It is computed in the same way as TTRvar and LDvar. We consider the Parsvar score to be an indicator of sentence structure similarity between source and target. We assume that when Parsvar is close to zero (that is, the parsing tree of source and target are of the same height), source and target are more likely to have similar syntactic structures.

Metrics are computed for both corpora and for each sub-corpora (HT and PEMT). Segments are shuffled (to avoid the influence of different topics) and grouped into chunks of 75 sentences. TTRvar and LDvar are computed at chunk level and ER and Parsvar are computed at sentence level and averaged on chunk level. All metrics are computed using ad hoc python scripts. Parsing and tagging are performed using SpaCy’s English, French and German small models\(^4\).

## Results

### 4.1 Results across corpora

In this subsection, we compare the results obtained for CorpusDEfr and CorpusENfr. Our goal is to establish whether or not consistent signs of post-editese can be found across corpora with different source languages.

**TTRvar:** Figure 3 presents TTRvar scores for HT and PEMT for CorpusDEfr and CorpusENfr. Scores are negative for all corpora and sub-corpora, indicating that the translation step results in a drop of TTR scores for both language pairs and translation modes. We also remark that with both corpora, the drop in TTR scores is less important for PEMT than for HT (however, this difference is only significant for CorpusDEfr \((p<0.001^5)\)).

\(^4\) https://spacy.io/models

\(^5\) For all metrics, statistical significance was tested using the Mann-Whitney non-parametric test, as data is not normally distributed. Extreme outliers were removed for plotting and significance testing
TTR\textsubscript{var} differences between HT and PEMT are consistent across our corpora and reveal a tendency toward higher lexical richness in PEMT, as shown by the lower drop in TTR score. It is worth noting that this result contradicts what has been observed in previous studies, where the loss of lexical richness is generally shown to be more important in PEMT [11, 12].

\textbf{LD\textsubscript{var}}: Similarly to TTR\textsubscript{var}, the LD\textsubscript{var} scores presented in Figure 4 indicate a tendency toward a loss of lexical density during translation for both corpora and translation modes. For CorpusDE\textsubscript{fr} this loss is more important in PEMT than HT (significant at \(p<0.05\)), which is in line with the findings of previous studies and supports the hypothesis that PEMT produces simpler translations [11]. However, this tendency is not confirmed for CorpusEN\textsubscript{fr}, where the loss of LD is more important in HT.

In terms of LD\textsubscript{var}, the differences observed between HT and PEMT are not consistent across corpora.

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig3}
\caption{TTR\textsubscript{var} scores for HT and PEMT for CorpusDE\textsubscript{fr} and CorpusEN\textsubscript{fr}}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig4}
\caption{LD\textsubscript{var} scores for HT and PEMT for CorpusDE\textsubscript{fr} and CorpusEN\textsubscript{fr}}
\end{figure}

\textbf{ER}: Figure 5 presents the ER scores for both corpora. Scores are all positive, which indicates that target segments are longer than their source equivalent in both corpora. In CorpusDE\textsubscript{fr}, PEMT exhibits a lower ER than HT, meaning that for a given source segment length, the target tends to be shorter in PEMT (significant at \(p<0.001\)). This tendency is not confirmed in CorpusEN\textsubscript{fr}, where no significant difference between HT and PEMT can be detected in terms of ER.

Here again, the differences that are observed between HT and PEMT do not follow the same tendency in both corpora.
Parsvar: Figure 6 presents the Parsvar scores for HT and PEMT for CorpusDEfr and CorpusENfr. With medians close to zero for both translation modes and a large spread in the scores, our German-into-French corpus does not exhibit any significant difference between HT and PEMT, in terms of sentence structure similarity between source and target. For corpusENfr the distribution of the Parsvar scores is also not significantly different between HT and PEMT, but scores are less spread and the entire population is situated below zero. If, as hypothesised, a Parsvar close to zero is an indication of sentence structure similarity between source and target, this means that sentence structure varies more in CorpusENfr than CorpusDEfr.

These results indicate the strong influence of the corpora and the source language on the parsing height of sentences. On the contrary, translation mode does not seem to affect this metric.

4.2 Results across MT systems

In the second part of our analysis, we divide CorpusDEfr PEMT into three parts, according to the MT system used (System 1, System 2, System 3). We compute the same scores for each part and compare results. Our goal is to verify whether consistent signs of post-editese can be identified across different MT systems.

TTRvar: In Figure 7, we can see that PEMT presents a greater loss of lexical richness when using System 1 than System 2 ($p<0.005$) and System 3 ($p=0.005$). The differences suggest that the MT system has an influence on the lexical richness of the final output in PEMT.
LDvar: LDvar scores across MT systems are presented in Figure 8. The loss of lexical density is more limited for System 3 than for Systems 1 and 2. The difference between Systems 2 and 3 is statistically significant at $p=0.01$. The MT system used for PEMT therefore also seems to have an influence on the final output in terms of lexical density.

ER: As for the ER scores presented in Figure 9, System 1 exhibits a slightly higher score than Systems 2 and 3, but no statistically significant difference was found between systems in terms of ER. The MT system does not seem to have an influence on the length ratio of the final output.
**Parsvar:** Parsvar scores for each MT system are presented in Figure 10. We note that the Parsvar score is closer to zero for System 1 than for the two others. Based on our hypothesis on Parsvar score, this means that the use of Systems 2 and 3 leads to more sentence structure variation between source and target. On the contrary, System 1 leads to less variation. The distribution of scores for System 3 is significantly different from System 1 at $p=0.05$ and from System 2 at $p<0.05$, which suggests that the MT system has an influence on the sentence structure of the final output.

5 Conclusion

The aim of this experiment was to study the consistency of four candidate post-editese features (lexical richness, lexical density, length ratio and sentence structure similarity between source and target) across different corpora, source languages and MT systems, in order to assess their credibility as universal features of post-editese.

With only one exception, we were unable to identify consistent features of post-editese across corpora with different source languages and different MT systems.

The comparison across corpora shows that these post-editese features are not constant and are therefore influenced by the corpus and/or source language. The only shared characteristic between corpora is a tendency toward higher lexical richness in PEMT, but this contradicts the results of previous studies.

The comparison across MT systems reveals that the system also has an influence on post-editese features. Differences were observed between systems, in terms of lexical richness, lexical density and sentence structure similarity. Only the feature related to sentence length was consistent across all systems.

Our results do not support the idea of there being universal features common to all PEMT texts. With respect to the features under investigation, we have shown that the influence of the corpora, language pairs and MT system is often greater than the translation mode.

This paper highlights the importance of viewing post-editese as a sample of possible phenomena, rather than a universal set of features shared by all PEMT texts. A large number of factors should be taken into account when looking for differences between HT and PEMT and not the translation mode alone. In addition to the corpus, language pair and MT system, these factors may also include the translator/post-editor’s experience/attitude towards MT, text type, etc.

For future work, we intend to continue in the same direction and focus on describing specific post-editese features, while taking into account as many variables as possible. We also aim to expand on the sample of investigated features, in particular by focusing on non-lexical features that remain under-studied in the field.
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Abstract. The increasing adoption of machine translation (MT) in the translation industry has raised questions about the quality and accuracy of MT output, and the role of human post-editing in ensuring the final quality of translated content, especially as a result of the latest developments in Neural Machine Translation. In this study, we explore the attitudes and practices of medical translation professionals with respect to MT and post-editing. A survey was conducted among a sample of 21 freelance medical translators to investigate the extent and forms of MT usage in medical translation, the perceived benefits and challenges of using MT. Our findings highlight the need for ongoing education and training in best practices for data privacy and protection, and the importance of developing tools and strategies for improving the quality and efficiency of medical translation in the age of machine translation.
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1 Introduction

The year 2018 is often cited as a turning point for the use of machine translation (MT) in the translation industry, with more than 50% of language service providers, including freelance translators and translation agencies, reporting some form of MT usage at that time according to a survey conducted in 2018 by EUATC[1]. However, while the growing adoption of MT has been widely acknowledged, questions remain about the specific forms and extent of MT usage among translation professionals. In particular, it is unclear what percentage of translation projects processed by each translator involve the use of MT. As such, it is important to continue exploring the attitudes and practices of translation professionals with respect to MT and post-editing.

Although MT offers advantages such as speed and affordability, it has also raised concerns about the quality of translation and the job security of professional translators. To investigate this issue, we conducted semi-structured interviews with freelance translators to explore their views and their use of MT in their work. Our aim is to provide insights into the challenges and opportunities presented by MT from the freelancers’ point of view, drawing on the perspectives of professionals who represent a significant portion of the translation workforce.
The field of medical translation is one that is particularly well-suited for exploring the potential benefits and challenges of using MT and post-editing. Medical translation requires a high level of accuracy and specialized knowledge, making it an ideal test case for evaluating the quality and effectiveness of MT output. Moreover, the demand for medical translation services is growing rapidly, driven by factors such as globalization, cross-border collaborations, and the increasing availability of medical information online. This trend has created a need for faster, more cost-effective translation solutions, making MT an increasingly attractive option for medical translation professionals. By examining the attitudes and practices of medical translation professionals with respect to MT and post-editing, we can gain valuable insights into the use of this technology in a highly specialized and demanding field, and inform the development of new strategies for improving the quality and efficiency of medical translation.

After gathering preliminary data on the use of machine translation by freelance medical translators through a questionnaire[8], the following research questions guided our investigation:

1. How do freelance medical translators use MT in their work, and what factors influence their decision to use or not use it?
2. What are freelance medical translators’ opinions on the quality of MT output for medical texts, and how does this affect their workflow and productivity?

These questions were designed to explore different aspects of freelance medical translators’ engagement with MT and their views on the technology’s impact on their daily work. By achieving these objectives, we aimed to provide a nuanced understanding of the benefits and challenges of MT for freelances translators of a specialized field.

2 Related Work

In the field of translation studies, it is imperative to acknowledge the context in which translators operate and progress, particularly in relation to pragmatic translation. This consideration gains even greater significance when addressing the challenges posed by MT. Numerous scholarly investigations endeavor to examine the prospective advantages of MT; however, the complexities of training these systems can render them unattainable for smaller translation enterprises or individual translators[2][10]. These professionals may lack the required technical skills to devise or train specialized translation algorithms, in addition to confronting the demands associated with hardware performance, which must be capable of supporting the essential process of training corpora for these engines, knowing that access to sizeable parallel text corpora is a fundamental requirement for the efficient development of MT systems.

Machine translation engines are now widely available through plugins or APIs, and can easily be integrated into computer-assisted translation (CAT) tools. This integration has eliminated much of the initial complexity and cost associated with developing a machine translation engine from scratch and has
greatly simplified the process of incorporating machine translation technology into translation workflows for freelance translators themselves.

Kanavos[3] endorses this integrated approach to translation tools, combining the strengths of both translation memories (TM) and MT systems. By leveraging the advantages of the two technologies, Kanavos argues that productivity can be significantly increased: the integration of TM and MT allows for more accurate and efficient translations, leading to a streamlined workflow and improved overall output.

According to Zaretskaya[10], there are two primary types of integration between MT and translation memory systems: internal integration and external integration. Internal integration refers to the seamless incorporation of MT within the translation memory environment, allowing translators to access both resources concurrently, thereby streamlining the translation process. In contrast, external integration entails the use of MT and translation memory systems as separate tools, with the translator manually importing and exporting data between the two systems. This distinction highlights the varying degrees of interconnectedness between these technologies and their potential impact on the efficiency and overall user experience for translators in their daily work.

Reinke[6] builds upon Zaretskaya’s categorization of machine translation integration by further dividing external integration into two subcategories. The first method involves batch processing, where segments of the source text that do not yield a high-percentage match with the TM database are processed by MT tools. The second method is interactive processing, in which translators work closely with the MT system, constantly receiving real-time suggestions and making adjustments to ensure accurate translations.

In a recent paper by Quintana and Castilho[5], a comprehensive review was conducted comparing various CAT tools and their integration of MT capabilities according to several criteria, including the categorization detailed by Reinke and Zaretskaya. This study demonstrates that all the mentioned tools provide external integration capabilities. However, only a select few offer internal integration.

The interviews conducted as part of this study aimed to gather data on the integration of machine translation technology into translation workflows. Through these interviews, we sought to gain insights into the ways in which translation professionals are currently using machine translation technology, as well as their perceptions of the benefits and challenges associated with this technology.

3 Methodology

3.1 Data Collection

We conducted semi-structured interviews with each participant via video conferencing. The interviews were designed to explore participants’ perceptions and experiences of working with MT in the context of medical translation. The interview guide covered questions around topics such as how participants use MT in their work, their opinions on the quality of MT output for medical texts, and their concerns about the impact of MT on the translation industry.
The interviews were audio-recorded with the participants' permission, and transcribed verbatim.

3.2 Data Analysis

We conducted a thematic analysis of the interview transcripts by generating codes based on our research questions and interview guide to capture key themes and ideas. The data was then organized and analyzed using the NVivo software.

3.3 Participants

We recruited participants for the interviews through professional networks and online communities for translators. Our only inclusion criteria were that participants had to be freelance translators in the medical field, either as part of their regular workflow or on an occasional basis. Participants did not need to have prior experience with MT. We sought a diverse group of participants in terms of experience, and familiarity with MT.

The participants in the interviews were voluntary and unpaid. Participants were all freelance translators in the medical field, with an average of 17 years of professional experience in translation, and 70% having more than 10 years of professional experience. This suggests that they may have entered the field before post-editing training were available, and we observed that none of the participants reported receiving formal post-editing training during their university education. However, 9 participants reported receiving some form of short training on post-editing, either from a translation agency or through a professional development program.

It is worth noting that their limited training in post-editing may be a potential limitation for interpreting our results. As training is an important factor in determining the acceptability and efficacy of new technologies[9][4][7], the lack of training may have affected participants’ attitudes towards and use of MT.

Additionally, our limited sample of 21 participants may not be fully representative of the large population of freelance medical translators, as those who have received more extensive training in post-editing may have different experiences and perspectives. Medical translation requires specialized knowledge and expertise in the medical field, as well as a deep understanding of the nuances of the target language. Therefore, it is worth noting that the strong professional experience of our participants may also be explained by the specialized nature of medical translation.

One limitation of our study is the small sample size, which is primarily focused on French-speaking translators, thus creating a narrow scope. The limited number of participants may restrict the generalizability of our findings to a broader population. Additionally, it is important to note that out of the total participants, 20 translators had English to French as their language pair, and only one translator had French to English as their language pair. This further emphasizes the imbalance in the sample and raises concerns about the representativeness of the data. Therefore, it is crucial to acknowledge that a more
diverse and representative sample, encompassing translators from various language combinations and geographical regions, would provide a more comprehensive understanding of the topic under investigation.

4 Findings

In this section, we report on the main outcomes of our qualitative investigation into the use of MT by freelance medical translators. Drawing on interviews with 21 professionals, we present the themes that emerged from our analysis and explore the motivations for the use of this technology, as well as the benefits and drawbacks professionals have experienced.

4.1 Acceptance of MT

Based on our analysis of the interview data, we divided our participants into two categories:

- those who accept MT,
- and those who refuse it.

The majority of our participants (17 out of 21) reported accepting MT to some extent, and only four participants expressed complete refusal of MT.

Participants Refusing MT Within our interview sample, the number of translators who refused to use MT was minimal, with only four participants expressing such sentiments. However, several trends can be observed in the nature of their responses, including the perceived limitation of creativity involved in the use of MT. Additionally, many of these participants cited at least one negative past experience with MT, mentioning instances of poor translation quality or an overall negative experience with an agency due to low rates or projects being sent for human translation revision despite suspicion of MT use. These negative experiences may contribute to the reluctance of some translators to adopt MT as a standard tool in their work, despite its potential advantages.

Participants Accepting MT Among those who accepted MT, we observed two distinct types of usage: passive and active. Passive usage refers to post-editing performed for translation agencies, without direct manipulation of the MT engines by the translators themselves. This type of usage is more common among those who work exclusively or primarily for translation agencies.

Active usage, on the other hand, refers to the autonomous use of MT engines by the translators themselves. This type of usage is more common among those who work for direct clients. Our findings suggest that active usage requires a different set of skills and knowledge regarding MT than passive usage, as it involves a more direct interaction with the MT engine.
### Table 1. Active or Passive Usage of MT by Participants

<table>
<thead>
<tr>
<th>Translator ID</th>
<th>PE for Translation Agencies</th>
<th>PE for Direct Clients</th>
<th>Active Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trad01</td>
<td>Passive</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Trad02</td>
<td>Passive &amp; Active</td>
<td>Active</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad03</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Trad04</td>
<td>Passive</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Trad05</td>
<td>Passive</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Trad06</td>
<td>Passive &amp; Active</td>
<td>Active</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad07</td>
<td>-</td>
<td>Active</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad08</td>
<td>Passive &amp; Active</td>
<td>Active</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad09</td>
<td>Passive &amp; Active</td>
<td>Active</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad10</td>
<td>Passive &amp; Active</td>
<td>-</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad12</td>
<td>Active</td>
<td>-</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad14</td>
<td>Passive &amp; Active</td>
<td>Active</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad15</td>
<td>Passive</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Trad17</td>
<td>Passive &amp; Active</td>
<td>Active</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad18</td>
<td>Passive &amp; Active</td>
<td>-</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad19</td>
<td>Active</td>
<td>Active</td>
<td>Yes</td>
</tr>
<tr>
<td>Trad20</td>
<td>Passive</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The data comparing passive and active MT usage among our participants is summarized in Table 1.

The interviewees cited several reasons for actively using MT. One significant advantage is the ability to meet the demands of a competitive market and tight deadlines while increasing their productivity. Additionally, participants noted ergonomic reasons, such as reducing typing on the keyboard, as a benefit of using MT. One of reasons for using MT is also as an aid to translation through the proposals offered by the technology. This not only enables them to meet tight deadlines but also to accept more projects and increase their overall productivity. By leveraging the capabilities of MT, translators can streamline their work processes, thereby improving their efficiency and overall output.

Interestingly, some of our participants reported an active use of MT on human translation projects sent by translation agencies. Given the fact that some agencies explicitly prohibit MT use for human translation projects, we wanted to explore this data more in depth.

Among the 10 participants who reported having an active usage of MT on projects sent by translation agencies, 3 of them indicated that they used MT even though the contracts or instructions sent by the agencies explicitly prohibited it. They justified this action by stating that they believed that the quality of their post-editing was similar to what they could produce on their own without MT, and that they carefully post-edited the output to ensure that it met their own high standards of quality and accuracy. Additionally, they noted that they were using a paid version of MT software that guaranteed the confidentiality of the data.
According to the participants in the study, there are several ways in which MT is actively used. The majority of them explained that this integration takes place within their environment, either through batch processing carried out by a translation agency or through interactive processing when using MT actively and independently.

Only 2 translators explained that they use MT directly in their web browser, typically in cases where they have not invested financially in a dedicated MT tool or when their tool does not offer free integration, or on an ad hoc basis to assist with a particularly challenging translation. Overall, these different approaches to using MT highlight the flexibility and versatility of this technology for translation professionals.

Table 2 displays the tools used by translators reporting an active usage of MT in their CAT environment. Some translators reported using adaptive MT engines, such as ModernMT, which incorporates post-editing feedback to improve the quality and accuracy of output over time. Several of these translators reported a perceived improvement in the quality of MT output when using adaptive MT engines, highlighting the potential benefits of using more advanced MT technology in translation workflows.

Several translators expressed concerns over the lack of customization options for punctuation settings in the MT engines they used, which led them to develop workarounds such as conducting a global search and replace of punctuation marks at the end of the post-editing process. This is an important ergonomic issue that highlights the need for further development in MT technology. By providing more customizable options for punctuation settings, MT developers could improve the usability and efficiency of their products and increase the satisfaction of post-editing professionals. The need for punctuation and customization with machine translation is particularly relevant in our sample, as all participants had at least French and English as language combinations, and these two languages present differences in punctuation. For instance, during the interviews participants expressed a need for the ability to customize their preferred apostrophe...
or quotation mark styles. They highlighted that having the option to configure these punctuation marks according to the preferences of the specific project or client would save them the time and effort of performing a search-and-replace operation at the end of their post-editing tasks.

This feedback underscores the importance of providing translators with flexible settings that align with their specific language and formatting requirements, ultimately enhancing their efficiency and workflow. As such, addressing this issue represents an important opportunity for technological improvement in the translation industry.

Moreover, many translators reported encountering frequent inconsistencies in terminology and phraseology during post-editing, which they found frustrating and time-consuming. These inconsistencies can lead to a shortfall in the overall quality of the translated content, and can be particularly challenging in medical translation. However, translators using adaptive MT engines, which incorporate post-editing feedback to improve the quality and accuracy of output over time, reported less inconsistencies. This suggests that the use of adaptive MT engines may represent an effective strategy for reducing the number of inconsistencies encountered during post-editing, and improving the overall quality and consistency of medical translated content.

4.3 Appreciation of PE

Among the participants who accept post-editing, either actively or passively, there is a wide range of attitudes and preferences towards this task. Some participants reported that they only engaged in post-editing because of market pressures and a reduced demand for human translation, and do not particularly enjoy the task. On the other hand, others have fully embraced post-editing and prefer it to purely human translation.

On average, among those translation professionals who reported accepting post-editing tasks, machine translation technology was present in approximately 55% of their total revenue. However, it is important to note that this percentage varies widely across individual translators, with some relying heavily on this technology for the majority of their work. Three participants in our study reported that MT was now involved in 100% of their total revenue, which means that they accept post-editing projects from agencies, but also use machine translation technology actively on all other projects, including traditional translation projects from agencies or direct clients. This suggests that for some translation professionals, post-editing may not only be a means of satisfying client demand for faster and cheaper translation, but could also show a high degree of satisfaction with the technology and a complete integration of machine translation into their workflow.

5 Conclusion

In conclusion, our survey has revealed a wide range of attitudes and practices when it comes to using MT and post-editing among freelance translators in the
medical field. While some respondents expressed a reluctance to the use of MT due to concerns about accuracy and quality or to the limitation of creativity when using MT, others reported using it actively or passively in different forms. These findings highlight the importance of recognizing the diverse needs and preferences of translation professionals when it comes to MT and post-editing, and the need for continued research and development in this field.

It is important to note that our sample size was relatively small and limited to a specific domain of translation, namely medical translation, and that our sample consisted of individuals with limited training in MT and post-editing, and as such, our findings should be considered preliminary. Future research should explore the attitudes and practices of a more diverse range of translation professionals in order to gain a more comprehensive understanding of the challenges and opportunities associated with MT and post-editing in different fields. Therefore, our findings may not be generalizable to other domains or to the broader translation profession. Moreover, medical translation is a highly specialized field that requires a particular set of skills and knowledge, which may not be representative of other areas of translation. In order to obtain a more comprehensive understanding of the attitudes and practices of translation professionals with respect to MT and post-editing in different fields, future research should aim to replicate our study with larger and more diverse samples across different domains of translation.

Our interviews also entail biases of subjectivity as participants report their own feelings and experiences. It is important to acknowledge that individual perspectives and personal interpretations may influence the information shared during the interviews. Each participant brings their unique background, beliefs, and biases, which can shape their responses. While efforts were made to maintain objectivity and encourage participants to provide objective feedback, it is crucial to consider the potential impact of subjectivity on the data collected.

Nonetheless, our survey suggests that MT and post-editing are being used in a variety of ways by translation professionals, and certain cases raise questions of professional ethics and underscore the need for ongoing education and training in best practices for data privacy and protection when MT is used on projects sent by translation agencies. By developing a more nuanced understanding of the use of MT and post-editing in translation, we can better support the needs of professionals in this field and ensure that these technologies are being used effectively and responsibly. Future research should continue to explore the potential benefits and challenges of using adaptive MT engines in translation workflows, and develop best practices for integrating this technology into existing translation processes. However, the potential benefits of adaptive machine translation need to be studied in the context of freelance translators, considering the diverse range of content they work with, even in a specialized field, and the variety of clients they serve. Each project comes with its specific terminology, style, and specific requirements. Therefore, evaluating the effectiveness of adaptive machine translation in this context becomes crucial. Freelancers also cater to a diverse clientele, including individuals, small businesses, and multinational corporations,
each with distinct expectations and quality standards. Understanding how adaptive machine translation can align with the needs and preferences of freelance translators and their clients is essential for assessing its potential impact on their workflows, productivity, and the overall quality of translations delivered.

Building on the findings of our survey, we plan to further explore the use of MT and post-editing in the context of medical translation. More specifically, we aim to conduct a quality evaluation of post-editing in an active use setting on medical documents. By doing so, we hope to gain a deeper understanding of the practical implications and challenges for freelance translators using MT in a domain where accuracy and compliance are of paramount importance. This research could provide valuable insights into how MT and post-editing can be used most effectively and responsibly in a medical translation context, and could inform the development of new tools and strategies for improving the quality and efficiency of medical translation.
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Abstract. In this paper we discuss about the translator’s workbench which provides the translator with various types of post-editing tools to facilitate the speeding up of the translation process. Post-editing is the process of correcting/changing the machine generated translation to a syntactically and semantically correct translation. This work bench is specifically customized to handle the correction of translation from English and Hindi to Tamil and Malayalam from three machine translation systems, the Google unpaid version, Google paid version and Sampark System (Indian language to Indian Language MT system, Govt. of India). The tools in the workbench include the domain dictionaries, technical term translation correction, Grammatical correction modules where verbs are checked and corrected, Appropriate word selector with morph generator and interactive translation prediction where the users edits are automatically stored and predict if there is a similar error is encountered. We conducted a field trial of our post editor and it is found that it reduced the time taken to produce the final translation. This paper reports work in progress.
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1 Introduction

With improvement of machine-translation (MT) technology and the demand of translation industry, post-editing has become an important production process in translation. Post-editors check and correct MT output to improve the translation quality and applicability. Translation post editing and revising are the two concepts in editing the translation output from any machine translation (MT) output and translation revision is considered as a “function of professional translators in which they find features of the draft translation that fall short of what is acceptable, as determined by some concept of quality, and make any needed corrections and improvements” [1], and it has an important role in ensuring the quality of the translation. According to ISO 17100, post-editing the other concept is “editing and correcting machine-translation output”.
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A Translator’s workbench provides the user with a set of computer-based tools which help the post-editors for speeding up the translation process. Post-editing is the process where humans identify the errors in machine-generated translation to achieve an acceptable final product. Various new interactive tools are developed with new features aiming to assist the post-editors which are included in workbenches. It is found that the translators are able to use the workbench without much training given [2,3].

With successful use of Moses, Statistical machine translation, Computer Aided Translation (CAT) tools integrated with Machine translation system and post-editing the output got prominence in translation industry. [4] presented PET: a Tool for Post-editing and Assessing Machine Translation, which mainly focussed on facilitating the post-editing of translations from any MT to reach publishable quality and also to study the sentence-level information from the post-editing process, e.g.: post-editing time and detailed keystroke statistics. [5] presented the details of post-editing work using AutoDesk tool in a translation industry, where they handled translation in 13 languages. [6] presented an open source CAT tool, MateCat tool, which was integrated with translation memories, terminology bases, concordancers, and machine translation system. [7] presented INMT: Interactive neural machine translation prediction, to assist human translators with on-the-fly hints and suggestions to achieve the end-to-end translation process faster, more efficient, and creates high-quality translations.

Multi-model post editing tool (MMPE) combining traditional input modes with pen, touch, and speech modalities for PE of MT was presented by [8]. The results of this evaluation with professional translators showed that pen and touch interaction were suitable for deletion and reordering tasks, while these instruments were not used for longer correction. IntelliCAT, an interactive translation interface with neural models to streamline the post-editing process was presented by [9]. They have shown a 52.9% speedup in translation time compared to translating from scratch.

UDAAN, is an open-source post-editing tool built with experiments from English to Hindi translation task. It has machine translation system along with post-editing tools. It provides 100 in-domain dictionaries for aiding the post-editing task [10].

Though there are post-editing tools available in European and English, there are very less attempts for Indian languages. And oddly any tool specifically catering to Dravidian languages such as Malayalam, Tamil, Telugu, Kannada, which are morphologically rich and requires special processing with post-editing the translation.

In this paper we describe our on-going work of developing a translator’s workbench for MT output. A need of a translator’s workbench was felt while we were working on translating undergraduate and post graduate lectures from University Grant Commission of India, the courses taught for Indian college students, (https://pmevidya.education.gov.in/swayam-portal.html) under “Swayam Platform”. The courses were in 7 domains, Law, Environment, Mathematics, Chemistry, Biology, Computer Science and Public Administration. Since we had to deal with different domains and no MT system is customized for separate domains, the output we were getting from generic MT systems needed post editing at various levels. Purely manual post editing took enormous amount of time for the final product. There were 86 courses, a total 1300 hrs of lecture with a total of 3,50,000 sentences in English. The
paper is designed as follows, in the next section we discuss about the common errors from the three MT systems for English and Hindi to Dravidian Languages a) The Sampark system, b) Google free version and c) the Google paid version. In the third section we have given in details the architecture and the working of our workbench and finally the conclusion.

2 The Three Machine Translation Systems

The availability of automatic translation systems in most of the languages brought by the tech giants such as Google, Microsoft, Systran, Facebook etc has brought a paradigm shift in the translation industry. Though the translations by these automatic translation system needs correction, translators use these translation output as the base and perform post-editing of these translation to get proper translation. In this section, we give in detail the translation systems used in our workbench and discuss the errors in the MT translation output.

Workbench is designed to handle the translation output in the following language pairs, English-Hindi, English-Malayalam, English-Tamil, Hindi-Tamil, Hindi-Malayalam and Tamil-Malayalam. We have integrated three different translation systems with this workbench, namely, Sampark translation system, Google paid and free translation versions.

**Sampark Translation System:** Sampark translation system is built using Analysis-Transfer-Generate architecture using hybrid techniques. Modules were built using Machine Learning techniques with linguistic features and post-processed with rich set of linguistic rules. The Analysis part has the modules to perform a detailed analysis of the source sentence such as morphological analyzer, POS tagger, Chunker, Clause boundary identifier and Named Entity Recognizer. This is followed by the Transfer part, where the lexical, structural and syntactic transfers are done as required by target language using transfer grammar and lexical transfer engine. In the Generation part, target language sentence is generated using the lexical, structural and syntactic transfers performed in the transfer part. These systems were built under a funded project by Government of India. We use Hindi-Tamil, Tamil-Hindi, and Tamil-Malayalam translation systems built under this project for our workbench. They are available on [http://www.tdil-dc.in/index.php?option=com_vertical&parentid=74&lang=en](http://www.tdil-dc.in/index.php?option=com_vertical&parentid=74&lang=en). We have included Sampark System to our workbench.

**Google Translation:** We have included both the paid and free translation services provided by Google, which are built using neural machine translation techniques, into our workbench. The free version has character limitation and limitations on number of usage. It fails very often. To overcome these issues, we have included the paid version of Google translation API to our workbench.
2.1 Errors from The Three Machine Translation:

We broadly classify the errors in the translation as simple and complex errors. Simple errors include spell errors, case transfer errors, copula errors and errors in selection of Domain /Technical terms, correct lexical item as per the context of the sentence, Translation of Named Entities. Complex errors include the sentence construction error and error in generation of complex verb phrases. We explain in detail each of the errors with example.

Case Transfer Error: As Indian languages are inflection and morphologically rich, the case marking with the nominals play an important role in semantic interpretation. There is no one to one mapping of case markers between languages as in locative case in Malayalam need not be locative case in Tamil. There are also one to many and many to one case mapping between Indian languages. ‘se’ ‘instrumental’ in Hindi can be transferred into ‘aal’ instrumental, ‘ai’ accusative, ‘ilirunthu’ ablative case in Tamil. The context will determine which case should be taken while translating from Hindi to Tamil. The locative case in Malayalam changes to dative in Tamil. Consider the example. ML: avan chennaiyil (il is the locative case) poyi; TA: avan chennaiyil (il is the locative case) poonanan. (He went to Chennai.). Both NMT systems and Sampark systems introduce this error in case transfer. Sampark system has specific linguistic module to handle case transfer in transfer grammar engine, so it performs better than Google translation engines.

Copula Generation Error: Hindi and Malayalam have copular construction and it is a necessary condition for the sentence to be syntactically correct, whereas it can be dropped in Tamil. In the translation from Tamil to Hindi and Malayalam copula generation error occurs. In Sampark translation engine, we have a copula generation engine and it is handled better in Sampark system output and these errors are more in Google translation. Copula errors often occur in Tamil to Malayalam and Tamil to Hindi translation output.

Lexical Selection: Correct selection of context specific lexical item is a challenge and this is not handled by any of the three translation engines. It is comparatively less in Google paid version, as it is trained with large data. The lexical selections are of three types: 1. Domain/Technical Term Selection, 2. Context depended term selection and 3. Named Entity selection. The Domain terms and context terms are not properly selected by all three systems but Named entity is handled by Google paid version and Sampark systems.

Another issue in term selection is regarding equations in Mathematics and Chemistry. They are not handled by all three systems.

Errors in Complex Construction: Translation of Multi-clause (sentences with multiple embedding) and long sentences using Google brought in error in the target language syntactic construction and require editing at a higher level. Sampark system on the other hand, handles these sentences better than Google as it analyses the source language at the syntactic level.
Verb Transfer: Sampark engine having word generation using linguistic information generates more precise verb forms than Google translation. In Google translation we get incorrect verb forms instead of the exact verb form. Both Malayalam and Tamil, being morphologically rich languages, have complex verb generation.

Unknown Word Handling: Unknown words are the potential challenge in Translation output. Sampark systems fail to handle the unknown words. It will just transliterate those words. It will not even generate the word with proper inflections. This affects the translation of the sentence. In the case of Google translation unknown words are handled using different techniques and presents it as either transliteration word or generate into another word using sub-word techniques. In both the cases, validating these words is required.

Degree of Translation Error: Sampark and Google systems produce perfect translation at the syntactic level for simple generic sentences whereas they bring in errors if the sentences are complex. The lexical errors are common in both the constructions. Google paid version is better than the free version, but both the engines fail in translation of complex sentences with multiple embedding.

3 Workbench and Its Architecture

The working of our translator’s workbench is as follows. The user can upload the input data for translation in any of the format (doc, docx, pdf, txt) and can choose the target language. After choosing the target language the user can choose the translation engine among the three translations systems (Google translation (paid and free service), and Sampark translation) for English- Hindi, English-Tamil, English-Malayalam, Hindi-Tamil, Hindi-Malayalam and Tamil-Malayalam translations. The architecture of the workbench is presented in figure 1(Fig is attached at the end of the paper after reference). The output in the target language from the translation systems and the input source language are shown to the Post editor. The editor can see the target sentence and mark it as correct or not correct by clicking yes or no. If it is yes it will change the colour to green and can move to the next sentence. If it is not correct then it will show all the tools available on either side of the tool box in a hierarchical order, while correcting at each hierarchy, the next level will be shown. The workbench itself will show certain level of errors through its intelligent Error identifier which is equipped with automatic NE identifier, Domain Term Identifier and Technical, mathematical names.

3.1 Translation Error Handling

The tool identifies errors in translation using a NER, Domain Identifier and Terminology Identifier. It also identifies partially translated sentences and certain improper translation and alerts the user. The partial translation is identified by comparing the number of characters and words in the input sentence and the translated output sentence. When there is drastic difference, then an alert message is given to translator
while he corrects that sentence. Consider the following example of English to Malayalam translation.

Input: For instance, if individuals with capital ‘T’ are more successful in reproduction than the individuals with small ‘t’, the frequency of the former will be higher.

Translation Output:

Mal: രാഷ്ട്രീയൻ മൃഗക്രമം കൊണ്ടാണ് നല്ലതായ നിരക്ക് നിലനിൽക്കുന്നത്.

(For example, capital(N)+ulla(psp) individual(N)+plural+copula+conj)

Considering the above example, the input sentence has 29 words and 179 characters and translated sentence has 4 words and 49 characters. While comparing English and Malayalam we expect the number of words in Malayalam to be more than 40% of words in English. If the translation has less than 40% of words then it is flagged as partial translation. This value 40% is obtained by the empirical analysis of the English-Malayalam parallel data.

Improper Translation: Improper translation is identified using pattern analysis. Consider the following example (English to Malayalam translation).


Translation Output: രണ്ടാം വെബ്സൈറ്റ് ആസാ ഓൺലൈൻ പ്രവൃത്തി പ്രഖ്യാപിക്കുന്നു www. ആസ.

The input sentence has an url and in the translation it should remain the same. But the part of the url is translated. This will be identified as improper translation and user will be alerted.

3.2 Domain Based Translation Correction

Workbench has automatic domain classifier and it will classify the domain of the input and choose the appropriate dictionaries for the target language. The tool will highlight the Technical and Domain Terms in source language and the editor can use that to correct the output. We have domain and technical term dictionary, mathematical dictionary, Chemical name dictionary and botanical name dictionary. Domain and technical term glossary for look up is included in the workbench and also has domain and technical term dictionaries used for identifying the terms and highlighting it.

Since Malayalam and Tamil are morphological rich languages, while replacing the lexical items, suffix attached to the lexical items has to be handled. Consider the following example, which has English to Tamil translation.

Input: In addition to the nuclear genome plants also contain genes in the organisms like chloroplast or plastids and mitochondria.

Translation Output: கரிகையால் தாவரங்களும் பெரும் வால்சோயைச் சொல்லிகளும் கொண்டிருக்கும் பொருட்களும் காணப்படுகின்றன.

Corrected Translation: கரிகையால் தாவரங்களும் பெரும் வால்சோயைச் சொல்லிகளும் கொண்டிருக்கும் பொருட்களும் காணப்படுகின்றன.
In the above example, the lexical item ‘plants’, is translated as ‘ആയുർ-ഭൂമി’ (for industries), which means ‘for the industries’, but the sentence is from biological domain and the lexical substitution has to be ‘നിൽക്കാൻ’. In this example ‘ആയുർ-ഭൂമി’ has plural marker ‘കള’ (kaL) and dative case marker ‘ക്ക്’ (kku) suffixed to the root noun ‘ആയുർ’. While replacing ‘ആയുർ-ഭൂമി’ with ‘നിൽക്കാൻ’, the lexical item has to be generated for these two suffixes as ‘നിൽ-മാറ്റാൻ’. Here we accomplish by the identification of the suffixes and generating the new word with the required morphological suffixes by using a light weight morphological analyser and morphological generator built using finite state automata and paradigm dictionaries.

In the present system we have 15 different domain dictionaries.

### 3.3 Spelling Correction and Alterations

After the translation corrections are done, we ensure the spelling correction in the translation. We have in-house built spell checkers for Malayalam and Tamil using n-gram and finite state automata techniques. If the spell checker identifies the error word, it will be highlighted and the possible suggestion words will be provided to the user as a suggestion list. Here we also take care of the named entities, as the spelling of the NEs has to be consistent throughout the document. Using in-house developed Named Entity Recognizer (NER), we identify the NEs in the source sentences and spelling for those NEs in the translated sentences are maintained consistently.

For Tamil text, we have sandhi-validation module. In Tamil we have to maintain the lengthening of sound between the words by marking the end of the previous words with vowel. Consider the following example, ‘സ്കൂള്‍-ശാസ്ത്രം’ (school education) Between the two words ‘-ശ’ a vowel is inserted as the sandhi (morphotactic rule). These sandhi validations are done using a set of linguistic rules.

### Evaluation and Conclusion

We have evaluated our workbench using the data from Swayam courses. The total number of English sentences we have used through the workbench is 3,50,000 sentences, Number of simple and complex sentences are 1,15,500 and 2,34,500 respectively. Other statistics are given in the table 1.
Table 1. Sentence Wrongly Translated by Systems

<table>
<thead>
<tr>
<th>S.No</th>
<th>Details</th>
<th>Google paid (English to Tamil)</th>
<th>Count in Sampark (Tamil to Malaylam)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Completely Wrong Translation in Mathematical Domain</td>
<td>97500</td>
<td>87500</td>
</tr>
<tr>
<td>2</td>
<td>Completely Wrong Translation in other Domain</td>
<td>15000</td>
<td>11450</td>
</tr>
<tr>
<td>3</td>
<td>Number of Sentences where NE/Domain Term has to be corrected</td>
<td>8000</td>
<td>9500</td>
</tr>
<tr>
<td>4</td>
<td>Number of Sentence where Mathematical Equations has to be corrected</td>
<td>114000</td>
<td>10900</td>
</tr>
</tbody>
</table>

We have employed 20 Tamil and 20 Malayalam editors to correct the machine output. The time taken for correction by editors is as given in Table 2.

Table 2. Time Taken by Editors

<table>
<thead>
<tr>
<th>S.No</th>
<th>Sentence Type</th>
<th>Time Taken</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Simple Sentences</td>
<td>30 sec to 1.5 mins</td>
</tr>
<tr>
<td>2</td>
<td>Complex Sentences</td>
<td>3 to 5 mins</td>
</tr>
<tr>
<td>3</td>
<td>Sentences with complex Mathematical Equations</td>
<td>5 to 15 mins</td>
</tr>
</tbody>
</table>

We have discussed about our translators workbench specifically customized to handle the correction of translation from English and Hindi to Malayalam and Tamil using three translation systems, namely, Sampark system, Google paid version and Google free version translation service. We have described the errors in the translation output of these systems. Domain dictionaries, technical term translation correction and grammatical correction modules are included in the workbench. These features help in speeding up the post-editing task.
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Abstract. In this paper, we try to tackle the problem of erroneous English-Hindi machine translation (MT) outputs due to the presence of the Verb Phrase Ellipsis (VPE) in English. The phenomenon of VPE is prominent in spoken English, and the antecedent to the ellipsis can come from previous sentences in a conversation as well. MT systems translate sentences as a whole and ignore the contextual information from the previous sentences. For these two reasons, spoken English-Hindi translations suffer. We approached this problem by manually annotating 1200 two-person conversations that contain VPE and by studying how their resolution affects the translation qualities. Using our studies, we designed a rule-based system for the detection and resolution of VPE in English with the goal of improving their subsequent Hindi translation qualities. Our rule-based system is capable of the following: 1) Detection of VPE, 2) Resolution of Elided Head verb, 3) Resolution of Elided Head verb’s children, 4) Resolution of non-verbal predicates of a copula or a ‘be’ main verb, 5) Modifying original sentence in the conversation with the resolved verb phrase. We also tested the system’s performance on VPE datasets outside of our annotated data. In this paper, we present our annotated corpus on conversational English VPE, our rule-based system to tackle VPE in the context of improving English-Hindi MT, the observations made as we designed this rule-based system and the performance-related observations of our system.
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1 Introduction

Ellipsis refers to a linguistic occurrence where certain syntactic elements are left out but can be inferred from the surrounding context. In general, for a sentence to be complete, it should contain a verbal constituent. However, sometimes sentences can be found that do not contain an explicit verb form in order to avoid
redundancy; yet they are intuitively complete. [1] This specific form of ellipsis that involves the omission of verb phrases is known as Verb Phrase Ellipsis (VPE). It is observed that a Verb Phrase Ellipsis (VPE) is comprised of two components: a licensor, which is usually an auxiliary or a modal verb that signifies the occurrence of a VPE, and an antecedent, which refers to the verb phrase that the omitted element corresponds to. [2, 3]. This is illustrated in the English sentences within Example 1 & 2 below.

State-of-the-art MT systems often fail to interpret and translate sentences with VPE. This error is further propagated when the antecedent to the VPE is present in one of the previous sentences that adds context to the current sentence that is being translated. This is so because these MT systems translate sentences as a whole, and the context provided by previous sentences is forgotten. Note that the antecedent for VPE may be present in the same sentence (Example 1) where VPE is detected and also in one of the previous sentences (Example 2). In our paper, we specifically study how the presence of VPE in English affects the quality of English-Hindi MT systems in a conversational context. The following two examples illustrate the erroneous Hindi translations due to the presence of VPE in English. (In both examples, the licensor is depicted in italics with a subscript L and its corresponding antecedent is depicted in bold. In Example 2, A & B denote the speakers in a conversation):

**Example 1:** Erroneous Hindi MT output of English sentences where VPE and its antecedent is present in the same sentence:
1.1) English: Maybe some animals eat the seed, but humans *don’t* <sub>L</sub>.  
1.2) Hindi: ho sakta hai ki kuch jaanvar beej khaate hon, lekin manushya nahi.

**Example 2:** Erroneous Hindi MT output of conversational English sentences where VPE’s antecedent is present in a previous sentence:
2.1) English: A - By the way, do you know the price of the gas now? B - I’m afraid I *don’t* <sub>L</sub>.  

Observing such errors motivated us to tackle English VPE in a conversational context, the resolution of which would assist English-Hindi MT systems. For our study, we manually annotated 1200 two-person conversations that contain VPE from the DailyDialog dataset [4]. Inspired by N. Bafna et al. [5], we developed a rule-based system based on observations made on our data that 1) Detects VPE, 2) Resolves Elided Head verb, 3) Resolves Elided Head verb’s children, 4) Resolves non-verbal predicates of copula or "be" main verb, 5) Modifies original sentence in the conversation with the resolved verb phrase. The annotated data and the rule-based system are available here\(^1\). Finally, we studied the performance of our rule-based system on our annotated data; tested the system’s performance on 50 new conversations (outside our annotated corpus) and even on 50 new instances taken from the annotated data provided by Bos and Spe-

---

\(^1\) https://github.com/aniruddhapdeshpande99/VPE-Processing-EN-HI
nader [2] to allow us to discuss its advantages and shortcomings as a part of our study.

2 Related Work

Several previous studies have tackled the issue of resolving antecedent heads for VPE in English. Hardt [6, 7] conducted the initial investigation into the detection of VPE and the identification of antecedents through computational and algorithmic methods. Hardt’s approach [6] involved using linguistically motivated rules that were heuristic in nature to resolve VPE. Nielsen [8] introduced the initial end-to-end system that solves VPE from unprocessed text input. He details various heuristic and learning-based techniques for identifying targets and antecedents. Nielsen [8] also provides high-quality annotated data on VPE. This data was also expanded upon by Bos and Spenader [2] and has been a popular dataset to study the phenomenon.

ViPER [9] makes use of string-based rules to detect and resolve VPE whose antecedent occurs in the same sentence. The authors of the paper designed their system first to identify only the cases that can be easily resolved and utilizes rules that work with high precision to detect and resolve VPE. Their strategies involve phrasal pattern matching, looking for simple structurally parallel contexts, and finally, looking for the modal verb that is semantically paired with the VPE licensor. Liu et al. [10] explored this problem with the use of joint learning. Kenyon-Dean et al. [11] approached the problem with the use of supervised discriminative machine-learning techniques and made use of the Margin-Infused-Relaxed Algorithm for resolution. R. Aralikatte et al.’s approach [12] to VPE involved using architectures developed for question answering.

Research on VPE affecting English-Hindi MT has been conducted by N. Bafna et al. [5], wherein they proposed a solution that made use of VVPE in Hindi. VPE in Hindi works differently compared to VPE in English. Hindi exhibits the phenomenon of the verb-stranding verb phrase ellipsis (VVPE) [13]. In VVPE, the verb moves out of the verb phrase to a higher head, and then the verb phrase is elided (including all remaining VP-internal material), stranding the verb itself. They proposed resolving only the head verb antecedent at the site of the ellipsis, essentially stranding it without its objects and other arguments, is sufficient to improve MT results on the modified sentences. They developed a rule-based system with the idea of transferring English VPE to Hindi VVPE on single-sentence data from the WSJ and the BNC corpus [14]. The presence of VPE in English affects the quality of MT outputs for languages other than Hindi as well. P. Khullar’s study [18] illustrates the effects of VPE when translating from English to Telugu. Beyond Indian languages, the presence of VPE in English also affects translation quality when translating into Persian [1] and Russian [19].
3 Our Approach

We decided to approach our problem with a rule-based system. Our reasoning for doing so stems from the lack of data on conversational English VPE. VPE resolution is a natural language generation task and would require a lot more data in order to train a deep learning-based model. Therefore, we decided that a rule-based system would be more apt for our problem task. We expand upon the system designed by N. Bafna et al. [5] to handle cases in a conversational context where the antecedent can also come from previous sentences. Our rule-based system is implemented in Python and takes in individual conversational texts as its input. The conversations are then parsed using dependency parsers. We then make use of conditional statements on the parsers’ outputs to apply the rules to detect and resolve VPE within the conversation. The rules were designed after studying the Hindi translations of entire conversations containing VPE. We used Google Translate\(^2\) and HimangY Translate\(^3\) to retrieve Hindi translations. The rule-based system is explained in detail in Subsections 3.2 and 3.3.

3.1 Data Creation And Annotation

Previously conducted research on the task of VPE usually utilizes annotations created by Nielsen [8] that take samples from the Brown, the WSJ and the BNC corpus [14]. They do not take into consideration pure dialogues or conversations. We wanted to study how resolving English VPE in conversations affects their subsequent Hindi translations.

Due to sparsity in annotated VPE data for conversational English, we decided to make use of the DailyDialog dataset [4] for our VPE annotations. The dataset consists of 13,118 two-person conversations, and on average, there are around 8 speaker turns per dialogue with around 15 tokens per turn. Within these, 1200 conversations with VPE were manually annotated, and we found 1658 total VPE instances. Since most instances of VPE are triggered by auxiliary verbs and the infinitive marker "to", we demarcated these explicitly in our annotations. The main five categories are 1) be licensors, 2) do licensors, 3) have licensors, 4) modal auxiliary licensors, 5) infinitival to licensors. However, we also noticed cases where VPE is triggered by non-auxiliary verbs, which were annotated separately. The dataset also contains instances of exophoric cases of VPE, i.e., the antecedent to the VPE comes from the context that is not present within the conversation. We also considered VPE in tag questions and ellipsis of non-verbal predicates within our dataset. Our annotation schema is summarized in Table 1 in the Appendix section. We divided our data into a group of 800 and 400 conversations for training and testing, respectively. By training here, we mean that we used our training set to study and develop our rules for both detection and resolution tasks.

\(^2\) https://translate.google.com
\(^3\) https://ssmt.iiit.ac.in/translate
3.2 VPE Detection

Since we need outside context to resolve exophoric cases of VPE, we limited ourselves to detecting only the endophoric cases of VPE in our rule-based system. As observed by Bos and Spenader [2], VPE is most often triggered by auxiliary verbs and by the infinitive marker "to". We decided not to design rules for non-auxiliary licensor detection for the following reason. Within our training set, we only observed 39 instances of non-auxiliary licensors out of a total of 1114 endophoric VPE cases. This also matched the observation made by Bos and Spenader [2]. From these 39 instances, only 6 cases produced erroneous translations. This meant that non-auxiliary licensors that led to erroneous translations only amounted to 0.538% of cases of VPE that were observed. We decided not to consider non-auxiliary licensors due to the negligible level of frequency of the erroneous translations that they led to. As observed by N. Bafna et. al [5], VPE instances triggered by Do-So anaphora need not be resolved as they do not impact Hindi MT outputs negatively, therefore, they are ignored by our detection sub-system.

We first assume that if we encounter a token that belongs to the following classes: 1) be verbs, 2) do verbs, 3) have verbs, 4) modal auxiliary verbs, 5) token to, then it is a licensor. We then apply our detection rules to this assumption to eliminate cases where these tokens do not act as licensors of VPE. Note that we do not need to look at previous sentences to decide whether a VPE licensor candidate is actually a licensor or not. We utilized both Stanford CoreNLP [15] and Spacy dependency parsers [16] to decide this. We only considered cases where both the parsers’ outputs are in agreement to reduce the error propagation that may arise from incorrectly generated dependency parse trees.

**Detection Rules That Apply To All 5 Categories** A token from the aforementioned 5 categories is not a licensor if it acts as an auxiliary to another verb or if it has a direct object child. These tokens will not act as a licensor if they are a parent to a clausal complement child. Verbs belonging to the be, do and have categories can also behave as main verbs; in such cases, they will not act as licensors of VPE.

In spoken conversations, we also observe a high presence of affirmative and negative sentences. They could either be a response to an interrogative Yes/No question or could be acknowledging/rejecting a statement that occurs in a prior context. A speaker may also ask an interrogative Yes/No question addressing a statement that was uttered previously in the conversation. A definite pattern that we see is that these types of sentences always involve auxiliary verbs. In these situations, the absence of predicates to the auxiliary triggers VPE. This is also true for VPE triggered in tag questions. We also discuss detection rules that apply to separate categories below.

**Detection Rules For be Licensor** A be verb token is not a licensor if it acts as a copula. We also need to identify a special case wherein the be verb acts as
an adverbial modifier parent to an adverb and distinguish whether it acts as a licensor or not. In this scenario, if the be verb's adverb child takes the semantic role of ARG2 (i.e. benefactive, instrument, attribute, or end state), then it is not a licensor. We used AllenNLP's Semantic Role Labeler [17] to identify the semantic role labels of the adverb. Example 3 illustrates this special case:

**Example 3:** Special case of be verbs as an Adverbial modifier where the be verb is a licensor:
Sentence 3.1: A - Juliette :is: going to the party.
Sentence 3.2: B - Roger ::is:: <> too.

In the above example, the be verb, which is demarcated between two double colons in italics, acts as a licensor (::VPE_Licensor:) within Sentence 3.2. The position where its respective antecedent VP is to be resolved is demarcated by <> . In Sentence 3.1, there is another be verb, which is not a licensor, which is annotated between two single colons and is in italics (:Non_Licensor:). We continue using these notations throughout **Subsection 3.2** to distinguish between a licensor and a candidate that is not actually a licensor.

The be verb "is" in Sentence 3.1 is not a licensor as it acts as an auxiliary to a gerund verb "going". In Sentence 3.2, the be verb "is" has an adverb child "too". However, since the adverb child doesn't take the semantic role of ARG2, we need to identify its parent be verb "is" as a licensor of VPE.

**Example 4:** Special case of be verbs as an Adverbial modifier where the be verb is not a licensor:
Sentence 4.1: A - Where :is: John?
Sentence 4.2: B - He :is: ahead.

Now consider Example 4. In both Sentence 4.1 and Sentence 4.2, we see that there is a be verb "is". In Sentence 4.1, the be verb has an adverbial child "Where", and in Sentence 4.2, the be verb has an adverbial child "ahead". The only difference in these sentences, compared to Sentence 3.2, is that these adverbial children take the semantic role of ARG2. Therefore, the be verbs in Sentence 4.1 and Sentence 4.2 do not act as licensors.

**Detection Rules For have Licensor** Beyond the general rules, we noticed that if a have verb has a nominal parent with a relative clause dependency relation between them, then it is not a licensor. In Example 5, the have verb "had" is not a licensor as it has a nominal parent "day" (underlined) linked by a relative clause dependency relation. We also see another have verb, "'ve", in the following example, which is not a licensor as it is acting as an auxiliary.

**Example 5:** have verb which is a part of a nominal relative clause:
A - How was your day? B - Actually it was the most interesting day that I 've: :had: .

**Detection Rules For Infinitival to Licensor** We observed that a token to is not a licensor if it is not an open clausal complement child. It also does not
act as a licensor when it behaves as a preposition. Example 6 below illustrates
the application of these rules.

Sample Run Of Our Detection Rules Here, using our rules above, we would
like to show how they would identify VPE Licensors within a conversation. Con-
sider the conversation from Example 6 below. The following example follows
the same notation described in Subsection 4.2, and all the possible candidates
are indexed with a number in the subscript. Candidates 1, 2, 5, 6, & 8 are not
VPE licensors as they act as an auxiliary to another verb. Candidates 4 & 7
aren’t licensors of ellipsis because they behave as a preposition. The remaining
candidates do act as VPE licensors. Candidate 3, i.e. the token to doesn’t act
as a preposition, is not acting as an auxiliary, nor is it an open clausal comple-
ment child, hence making it a licensor. Candidates 9 and 10 are modal auxiliary
candidates, and since they do not have a main verb parent, they are licensors of
VPE. Candidate 11 is neither acting as a copula, nor is it an auxiliary to any
main verb, nor is it a main verb to a predicate child. Therefore, it is a licensor
too. Also, note that Sentence 6.4 exhibits the case of a non-auxiliary licensor of
VPE. Here, the modal adverb “Certainly” acts as a licensor. Since we have kept
such cases out of scope for our study, our detection system ignores it.

Example 6: VPE Detection Sample Example:
Sentence 6.1 A - Why :don’t:1 you sit down, darling?
Sentence 6.2 B - I :don’t:2 want :to:3 <>.
Sentence 6.3 A - Well, come and talk :to:4 me then.
Sentence 6.4 B - Certainly not.
Sentence 6.5 A - :May:5 I turn on the radio, then?
Sentence 6.6 B - Turn on the radio.
Sentence 6.7 B - What for?
Sentence 6.8 A - So that we :can:6 sit down together and listen :to:7 some music.
Sentence 6.9 B - And who ’ :wil:8 cook dinner?
Sentence 6.10 B - :Will:9 you <>?
Sentence 6.12 A - Cooking sounds easy.
Sentence 6.13 B - It most definitely :is:11 n’t <>.

3.3 VPE Resolution

For the resolution task, our system works to resolve both the elided main verb
and its children. Contrary to the system designed by N. Bafna et al. [5], we de-
cided to opt against only resolving the antecedent head verb. This is so because
we observed that doing this doesn’t necessarily lead to better translations for
conversational data. Even if the translation is fluent, its adequacy with respect
to the context provided by the previous sentences is lost. Example 7 illustrates
this drawback. In the below example, just resolving the head antecedent verb
“walk” won’t suffice, as by leaving it stranded, we receive a translation that
signifies speaker B’s inability to "walk" rather than the fact that they aren’t
"permitted to walk inside the building." For this reason, we decided to also resolve the object phrase as a part of our system.

Example 7: Drawback of Transferring English VPE to Hindi VVPE:
7.1) English: A - Can I walk inside this building? I’m afraid you can’t.
7.2) English (With antecedent head verb resolved): A - Can I walk inside this building? I’m afraid you can’t walk.

We also observed that tag questions work very differently in English and in Hindi. Tag questions are usually used to ask for confirmation; however, English makes use of two more types of tag questions that do not play the role of asking for confirmation. These types of tag questions are triggered by modal auxiliaries. The first kind involves an imperative sentence followed by a tag question, and the second kind involves a sentence that uses a volitive modality (e.g., "want to", "wish to", etc.) and the tag question that follows is the speaker asking for permission to fulfill their desire.

On the contrary, in Hindi, tag questions are only used for asking for confirmation. In Hindi, the tag question is always "hai na?", which is equivalent to the tag question "right?" in English. The VPE cases triggered by tag questions that ask for confirmation do not need to be resolved, as we observed that their translations aren’t erroneous, and resolving them also led to clumsy and disfluent translations. Therefore, we chose not to resolve them. We chose not to resolve tag questions followed by imperative sentences, even though they led to erroneous translations, as resolving them also led to disfluent translations. This is because, in Hindi, an imperative sentence must stand on its own and without any succeeding tag question. We only need to resolve tag questions that follow a sentence with a volitive. Example 8 illustrates this. (Licensors are indexed in the subscript and are demarcated in italics, its corresponding antecedent is in bold and has the same index as the licensor). Here, resolving won’t1 gives us a clumsy construction in Hindi, resolving shall2 gives us an incorrect translation and resolving can3 gives us an improved translation.

Example 8: Effect of VPE resolution on translations of tag questions:
8.1) English (Unresolved): A - He will come to the party1, won’t1 he <>? B - Yes, he’s coming to the party. Now, let us leave2, shall2 we <>? A - Well, I want to drink there3, can3 I <>?
8.2) Hindi Translation (Unresolved): A - vah party mein aaenge, hai na? B - haan, vah party mein aa rahaa hai. ab, chalo chalein, kya ham? A - accha, main vahaan peena chahta hun, kya main kar sakta hun?
8.3) English (Resolved): A - He will come to the party, won’t1 <he come to the party>1? B - Yes, he’s coming to the party. Now, let us leave, shall2 we <leave>2? A - Well, I want to drink there, can3 I <drink there>3?
8.4) Hindi (Resolved): A - vah party mein aaenge, kya vah party mein nahi
aaenge? B - haan, vah party mein aa raaha hai. ab chalo chalein, chalein? A -
accha, main vahaan peena chahta hun, kya main vahaan pee sakta hun?

**Antecedent Head Verb Candidate Scoring** Post detecting a VPE licensor, we consider all the verbs preceding the licensor in the sentence where VPE was observed as candidates for the head verb antecedent. We do so because in a conversational context, the antecedent is mostly observed in the preceding context of the conversation. Along with that, we also consider all the verbs occurring in the preceding 3 sentences, relative to the sentence with VPE, within the conversation as potential antecedent head verb candidates. Note that if the licensor is part of a tag question, we do not need to look at the previous sentences for antecedent verb candidates. We remove all the auxiliary verbs from the list of candidates. We also remove the plural imperative verb "let" from the list. We also eliminate some verb candidates based on the VPE licensor category. In the case of be verb licensors, we only keep gerund and past-participle verb candidates with be auxiliaries. For be verb licensors, we also eliminate all the main verbs belonging to the be verb class. For to licensor, we remove its parent verb from the list of candidates.

We then score these candidates by comparing their nominal subjects with that of the nominal subject of the VPE licensor. For the candidates present in the same sentence wherein the licensor is detected, we award 2 points to the verb candidate if the nominal subject is exactly the same as that of the licensor's nominal subject. If they do not match, we award 1 point to the candidate if both the nominal subjects are proper nouns and award 1 point if their plurality matches. We penalise the verb candidate by 2 points if there is a mismatch in the passivity of the nominal subjects.

Next, we award scores to verb candidates from sentences preceding the sentence with VPE. Within two-person conversations, we see an abundance of the usage of first-person and second-person pronouns. With this observation from our training data, we awarded scores to the candidates based on the speaker of a sentence when we see first-person or second-person pronouns at the nominal subject positions of the candidate and the licensor. Table 2 from the Appendix section summarizes this scoring system for candidates occurring in previous sentences. The scoring based on the presence of proper nouns, plurality and passivity mentioned above are applied after this step.

For candidates present in the same sentence as the licensor, we penalise a candidate if it is a complement child of the licensor. When assigning scores to candidates from preceding sentences, if the licensor is a do verb, then we need to give preference to the candidate that is the oldest ancestor in the list of verbs that are connected by a complement dependency relation. We penalize the oldest ancestor's children by 1 point to do so. For e.g., in "A - Laura told me today that she has a friend with a car for sale. B - Oh, she did <>?", the licensor is "did", and its corresponding antecedent head verb is "told", not its complement child "has". This rule will penalise "has" in the above example.
We award 1 point to candidates whose auxiliary class matches the licensor’s class. For modal auxiliaries, however, we look for exact matching modal auxiliaries to award this point. We also award 1 point to the first verb we obtain by backtracking up the dependency tree from the licensor. Finally, if the licensor is a modal auxiliary verb, we award 1 point to imperative verb candidates. The candidate with the highest score is chosen. In cases where there is a tie in the score, we choose the candidate nearer to the licensor.

**Predicate Resolution And Reconstructing The Conversation** We would like to address a special case of ellipsis wherein only the non-verbal predicate children are elided. This is observed for *be, do* and *have* licensors since they can take the role of a main verb. While studying our training data, we noted that the ellipsis of a non-verbal predicate affects translations only when the licensor is a *be* verb. Hindi’s VVPE property allows *do* and *have* verbs to remain stranded without their non-verbal predicate children in cases where they as auxiliary licensors to elided non-verbal predicates. Therefore, we don’t need to resolve them. The same is not true for *be* verbs with elided non-verbal predicates. These cases were ignored by N. Bafna, et al.’s system [5].

In our training set, we noticed that the antecedent non-verbal predicate of a *be* verb is either present in the same sentence as that of the *be* licensor or in its immediately preceding sentence. Therefore, for resolving such cases, our system restricts itself to these two sentences and looks for verb candidates in them. Here, we only need to resolve the verb candidate’s non-verbal predicate children and not the main verb itself, as the *be* verb licensor doesn’t act as an auxiliary. We only keep the candidates that are either *be* main verbs or are main verbs without any auxiliary licensor. Gerund verbs are also removed as candidates because they act as nouns. Amongst these, we choose the candidate nearest to the licensor in case of a tie. The non-verbal predicates of the chosen candidate are then used for resolution. This resolution is carried out in one of the two following cases: 1) If we see that no main verb antecedent candidates remain after we eliminate verbs from the list of candidates, or 2) If all main verb antecedent candidates have negative scores.

Once the head verb or the parent verb to an elided non-verbal predicate is resolved, we recursively extract its children from the dependency parse tree from the sentence containing the antecedent head verb. The conversation is then reconstructed with the antecedent verb phrase at the site of VPE. If the antecedent head verb has any auxiliary verbs that do not match the licensor’s category, then they are appended while reconstruction. We also change the tense of the antecedent head verb based on the licensor. Note that the tense doesn’t need to be changed for *be* licensors. If the predicate children make use of first-person and second-person pronouns, they are modified after comparing the speaker who utters the sentence with VPE and the speaker who utters the antecedent VP. Based on the presence of negation and what type of sentence the VPE occurs in (question or a normal sentence), we decide the correct position of the antecedent VP and then append it there.
Sample Run Of Resolution Rules Consider Example 6 again for resolution. Our licensors are $to_3$, $Will_9$, $will_{10}$, and $is_{11}$ from sentences 6.2, 6.10, 6.11, and 6.13 respectively. For licensor $to_3$, the candidate list that we get after eliminating auxiliary verbs and its parent is \{'$sit$\}'. Even if "$sit" is the only remaining candidate, our system will still award it 2 points based on the scoring system in Table 2 and because of the matching plurality of nominal subjects. VP "$sit down" is eventually resolved after $to_3$. For both $Will_9$, $will_{10}$, we get a candidate list consisting of \{'$sit$, "$listen", "$cook$\}'. Here, in both cases "$cook" ends up getting an extra point over the remaining candidates at the end because their auxiliary exactly matches the licensor, and hence is chosen as the antecedent. For the licensor $is_{11}$, our list of candidates for head verb resolution is empty as we see no gerunds and past participle verb forms with be auxiliaries. This triggers the search for a candidate that would act as a parent to an elided non-verbal predicate. Sentence 6.13 doesn’t have any other verb, and 6.12 contains the verbs "$Cooking", "$looks". "$Cooking" is removed as it is a gerund. We end up a sole candidate "$looks" whose non-verbal predicate child "$easy" is resolved after the negation "$n't" in Sentence 6.13. The resolved sentences would finally look like this:

Sentence 6.2 (Resolved): I don’t want to sit down.
Sentence 6.10 (Resolved): Will you cook dinner?
Sentence 6.11 (Resolved): OK, I will cook dinner.
Sentence 6.13 (Resolved): It most definitely isn’t easy.

4 Results and Performance analysis

With our rule-based system, we achieved a precision of 98.835% and a recall of 97.277% for the VPE detection sub-task on our training set. For our test set, we achieved a precision of 93.75% and a recall of 91.263%. We observe that out of 1114 cases of endophoric VPE from our training set, we only need to resolve 888 cases. This is so because from the remaining 226 cases, 39 of them comprise cases triggered by non-auxiliary licensors, and 187 of them are triggered by tag question licensors that need not be resolved. For these 888 cases, our system accurately resolves 75.623% of the data from our training set. Similarly, from our test set, we only need to consider 452 out of 542 VPE cases. For these 452 cases, our system accurately resolves 64.78% of the VPE instances. We now analyse errors that we observed in our rule-based system.

4.1 Error Analysis

We notice a few cases wherein the erroneous resolution is a result of the disagreement between CoreNLP [15] and Spacy [16] dependency parser outputs. In the following example, Spacy [16] incorrectly marks "$as$ (underlined) as a prepositional child of the licensor "$am$". Due to this, it is not marked as a licensor, and therefore this error propagates to the resolution sub-task as well.
Example 9: Error propagation due to Dependency parser disagreement:
A - Are you going shopping today unresolved? B - I am undetected <> as a matter of fact.

We observe that the comparison of the nominal subject for candidate scoring is a weak criterion to resolve VPE. Consider Example 10 (L is the licensor, C is the correct antecedent head verb, and I is the incorrectly resolved head verb. Their corresponding nominal subjects are marked with nsubj in subscript. The text in bold is the correct verb phrase that needs to be resolved). Here, we observe that the subject of the licensor is "We"; however, the correct antecedent head verb "bring"’s nominal subject is "you". Our rule-based system ends up giving a higher score to the incorrect antecedent head verb "watch" because its nominal subject exactly matches the licensor’s nominal subject, and it ends up getting 2 points. The candidate "bring" gets 1 point based on the scoring system mentioned in Table 2 of our Appendix. Since "you"’s plurality doesn’t match that of the licensor’s nominal subject, it doesn’t get any more points. This leads to erroneous resolution.

Example 10: Resolution error caused by nominal subject-based scoring system:
A - Well, where I grew up, we saw movies at a drive-in theatre in our car with the whole family. B - That’s cool. I bet you could bring your own food. A - We did <>.

We also observe that in cases where an imperative verb should be resolved, our system ends up giving a higher score to another candidate because the auxiliary class of licensor and the incorrectly resolved candidates match. Consider Example 11 for this. Here, the imperative verb "Study" is the correct antecedent; however, our system resolves the head verb "help" because its auxiliary verb "will" (underlined) is the same as that of the licensor and it ends up receiving an extra point. Also note that here, both candidates will receive 1 point after comparing nominal subjects.

Example 11: Resolution error caused in cases where the antecedent is an imperative verb:
A - Study regularly and diligently. This will help you get a good grade. B - I will <>.

For be licensors, our rule-based system first tries to resolve the main verb antecedent before searching for the parent verb to the elided non-verbal predicate of a copula/be main verb. The system only starts resolving elided non-verbal predicates if no main verb candidates remain or if the remaining verb candidates have negative scores. Because of this, we notice the error that our system ends up incorrectly resolving an antecedent main verb at the site of the ellipsis. In Example 12, our system ends up resolving the gerund verb "walking" at the site of ellipsis instead of the elided non-verbal predicated "that bad" as it has a positive score. (Here, the parent verb to "that bad" is demarcated with an underline.)
Example 12: Resolution error due to higher preference to main verb resolution:
A - You probably don’t want to be walking around after dark. B - It can’t be that bad. A - I wish it weren’t, but there is actually a lot of crime and prostitution around here.

We also observe incorrect resolutions as we give higher preference to the candidate that is closer to the licensor when we see candidates with a matching score. In Example 13, our system ends up incorrectly resolving the imperative verb "cut" instead of the imperative verb "be" since it is closer to the licensor. Since our licensor is a modal auxiliary verb, both these candidates get a score of 1 for being imperative in nature, but because of closer proximity, "cut" is incorrectly resolved.

Example 13: Resolution error due to the selection of nearest candidate in case of tied scores:
A - Be cautious of the peeler. Don’t cut your fingers. B - I will.

4.2 Performance On Unseen Data

In our study, we also manually tested the performance of our system on 50 new instances of conversational data from DialyDialog [4] and 50 new instances taken from WSJ corpus that were annotated by Bos and Spenader [2]. All the instances were chosen at random and contain endophoric VPE instances triggered by auxiliary verbs and the infinitival to. Within the conversational data, we observed a total of 64 instances of VPE, out of which our system failed to detect 3. For the resolution task, our system successfully resolved 47 out of the 64 instances of VPE, thereby accurately resolving VPE for 73.437% of the VPE instances. This number is comparable to the performance of our system on our annotated data. Within instances taken from the WSJ corpus, we observed a total of 50 instances of VPE, out of which our system failed to detect 11. Our system successfully resolves 56% of the instances correctly. These observations were expected. This is so because our system ignores VPE triggered by Do-So anaphora. It also ignores antecedent candidates that succeed the licensor and also utilizes rules that are dependent on the speaker. We also observe incorrect resolutions due to the penalisation in cases of passivity mismatch of the nominal subject.

5 Conclusion And Future Work

Thus, we present a study on detecting and resolving VPE in the context of handling English-Hindi MT outputs. We present a rule-based system that could be utilized to process English VPE prior to the MT process. We also present novel data on conversational VPE that we used for our study.
The focus of future work can revolve around three primary entry points. First would be testing the scalability and applicability of the rule-based system on text pre-editing, for example, in the case of texts for MT that are transcripts of spoken data, like audiovisual translations or translations of transcripts of live events/broadcasts/lectures. With this, we can also study whether rule-based pre-editing intervention may improve the output in the VPE aspect and to what extent it benefits the process of post-editing translations. Secondly, we observe that the main problem we face comes from the sparsity in gold annotated data. Even the data provided by Bos and Spenader [2] consists of only 487 instances of VPE. We argue that one may approach the problem of VPE resolution as a sequence-to-sequence generation task with training data consisting of several instances of VPE. A rule-based system like ours could be utilized for data augmentation in order to create sufficient data for approaching VPE detection and resolution as a sequence-to-sequence generation task. This would allow us to utilize an LLM (Large Language Model) based approach, where the model ‘learns’ to resolve problematic sentences prior to translation in the source text. One can then also do a comparative study between a rule-based approach and an LLM-based approach. Finally, we are yet to see how discourse-level English-Hindi MT systems handle instances of VPE. We leave these points to future investigation.
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6 Appendix

In the below tables, **L** refers to the Licensor of VPE, and **A** refers to its respective antecedent.

Table 1. Annotation Schema Summary

<table>
<thead>
<tr>
<th>Annotation Category</th>
<th>Annotation Label</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ellipsis_where</strong></td>
<td>1 (L and A in the same sentence)</td>
<td>This annotation category marks the type of sentence where the licensor is present and where its antecedent is coming from.</td>
</tr>
<tr>
<td></td>
<td>2 (A is in one of the sentences that precedes the sentence containing L)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 (Sentence with L is a question and its A is in a previous sentence)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (L is part of a tag question and its A is present in the same sentence)</td>
<td></td>
</tr>
<tr>
<td><strong>antecedent_exists</strong></td>
<td>0 (Exophoric VPE)</td>
<td>This annotation category marks whether the VPE is Exophoric or Endophoric</td>
</tr>
<tr>
<td></td>
<td>1 (Endophoric VPE)</td>
<td></td>
</tr>
<tr>
<td><strong>ellipsis_type</strong></td>
<td>1 (L is a be verb)</td>
<td>This annotation category marks the category of the licensor</td>
</tr>
<tr>
<td></td>
<td>2 (L is a do verb)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 (L is a have verb)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (L is a modal auxiliary)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 (L is infinitival to)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 (L is not an Auxilliary)</td>
<td></td>
</tr>
<tr>
<td><strong>vpe_sen_index</strong></td>
<td>Sentence index of the sentence where VPE is observed</td>
<td>Sentence Indexing starts from 0</td>
</tr>
<tr>
<td><strong>vpe_token_index</strong></td>
<td>Token index of L within the sentence where VPE is observed</td>
<td>Token Indexing starts from 0</td>
</tr>
<tr>
<td><strong>ant_sen_index</strong></td>
<td>Sentence index of the sentence from which A is resolved.</td>
<td>Sentence Indexing starts from 0</td>
</tr>
<tr>
<td><strong>ant_token_start_index</strong></td>
<td>Starting Token index of A verb phrase</td>
<td>Token Indexing starts from 0</td>
</tr>
<tr>
<td><strong>ant_token_end_index</strong></td>
<td>Ending Token index of A verb phrase</td>
<td>Token Indexing starts from 0</td>
</tr>
</tbody>
</table>
Table 2. Nominal subject based scoring system for previous sentence verb candidates

<table>
<thead>
<tr>
<th>Speaker uttering L vs. Speaker uttering C</th>
<th>L’s Nominal Subject Category</th>
<th>C’s Nominal Subject Category</th>
<th>Score awarded</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same Speakers</td>
<td>1st-person pronoun</td>
<td>1st-person pronoun</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 (On exact match)</td>
</tr>
<tr>
<td>Same Speakers</td>
<td>2nd-person pronoun</td>
<td>2nd-person pronoun</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 (On exact match)</td>
</tr>
<tr>
<td>Different Speakers</td>
<td>1st-person pronoun</td>
<td>1st-person pronoun</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1 (when L is a be verb)</td>
</tr>
<tr>
<td>Different Speakers</td>
<td>2nd-person pronoun</td>
<td>2nd-person pronoun</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1 (when L is a be verb)</td>
</tr>
<tr>
<td>Different Speakers</td>
<td>1st-person pronoun</td>
<td>2nd-person pronoun</td>
<td>1</td>
</tr>
<tr>
<td>Different Speakers</td>
<td>2nd-person pronoun</td>
<td>1st-person pronoun</td>
<td>1</td>
</tr>
<tr>
<td>Speaker is Irrelevant</td>
<td>3rd-person pronoun or Noun</td>
<td>3rd-person pronoun or Noun</td>
<td>1</td>
</tr>
<tr>
<td>Speaker is Irrelevant</td>
<td>3rd-person pronoun or Noun</td>
<td>1st-person pronoun</td>
<td>-1</td>
</tr>
<tr>
<td>Speaker is Irrelevant</td>
<td>3rd-person pronoun or Noun</td>
<td>2nd-person pronoun</td>
<td>-1</td>
</tr>
<tr>
<td>Speaker is Irrelevant</td>
<td>1st-person pronoun</td>
<td>3rd-person pronoun or Noun</td>
<td>-1</td>
</tr>
<tr>
<td>Speaker is Irrelevant</td>
<td>2nd-person pronoun</td>
<td>3rd-person pronoun or Noun</td>
<td>-1</td>
</tr>
</tbody>
</table>
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Abstract. Innu-Aimun, one of the most spoken Indigenous languages in Canada, faces significant transmission challenges. Although there is a notable body of Innu-Aimun literature, there is generally not enough documentation written in Innu-Aimun for daily use, just as there are not enough translators and interpreters for the language. We present here collaborative work between Innu-Aimun translators and researchers in computational linguistics to develop translation assistance tools, with the aim of helping language revitalization and preservation. We detail our common position on how should technological assistance tools be developed for Innu-Aimun, which emphasizes the importance of involving Innu translators throughout the entire process and making sure to address language-specific needs. This position is elaborated from joining our respective perspectives (researchers and Innu community member) and expertise (computational linguistics and Innu-Aimun translation). In this spirit, we present preliminary results for the first ongoing steps towards building a first Innu-Aimun - French Neural Machine Translation model. We focus on our participatory process to create aligned parallel corpora and present first results and analyses.
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1 Introduction

"Innu-Aimun" literally means the language of the Innu [26]. The Innu are a First Nation in Canada, whose members live for the most part in a dozen communities in the north-east of the province of Quebec and in Labrador [2]. One of more than 70 Indigenous languages in Canada, Innu-Aimun was spoken in 2021 by 11,605 locutors (including Naskapi), making it the 4th most spoken in the country. This number has been decreasing in recent years ⁴. And yet, there has been for

several decades a growing body of Innu literature written both in Innu-Aimun and French, a movement that takes its origins from oral stories [34]. Overall, the situation of Innu-Aimun has been described as «alive but still fragile» [2].

Although there are a few existing technological tools for Innu-Aimun, such as the online trilingual dictionary [26], there is currently no available tool that takes advantage of more recent or advanced natural language processing methods, or that offers a greater level of assistance or automation. In this context, we are pursuing research work to develop Innu-Aimun translation assistance tools. This work is still at the initiation stage, as we focus on studying feasibility and building basic building blocks such as aligned bilingual corpora.

As noted in the MIT Technology Review series, "AI is enriching a powerful few by dispossessing communities that have been dispossessed before" [12]. Furthermore, Keoni Mahelona mentions that "Data is the last frontier of colonization" [13] and without collaboration with the Indigenous community and putting in the hands of the community, the linguistic tools created for the revitalization of their language, this goal will remain an illusion. The Two-Eyed AI approach has also stated the principle advanced by Mi’kmaw Elders, Albert and Murdena Marshall, to consider ethical issues towards Indigenous knowledge, and their management in tandem with "Western knowledges" or the advancement and deployment of AI systems [5].

There are two main contributions in this paper. First, we present our ongoing collaborative work with Innu translators, to create reference bilingual sentence alignments for Innu-Aimun and French. The goal of this work is to allow the human evaluation of alignment methods for available bilingual Innu-Aimun texts, and help create larger aligned corpora for the development of translation assistance tools with a close collaboration with the community. Second, we offer our position on the development of Innu-Aimun translation assistance tools to help with language revitalization and preservation, and on the involvement of Innu translators in the process, with respect to the way Indigenous research is conducted, by putting the linguistic tool in the hands of the users and community, in each stage of the research and development.

Section 2 presents works related to our research. Section 3 presents our position. Section 4 presents our work on Innu-French alignment. Section 5 explores a few experimental perspectives for the developments to come.

2 Related Works

Presented here are existing technologies for Innu-Aimun, related languages and other Indigenous languages in Canada.

Few technological tools currently exist for Innu-Aimun, and the general state of its language technologies can be considered as nascent [6]. The main technological tool currently available for Innu-Aimun speakers and learners is the trilingual, pan-dialectal online dictionary [26], which allows to search for Innu-Aimun word definitions, translations or usage examples in Innu-Aimun, French
and English. This dictionary is part of a series of web tools proposed for language maintenance [17], which also includes an online verb conjugation application.

There has been projects to create fundamental resources like annotated, aligned and segmented corpora, such as the Innu Language Documentation Project [9] or the Labrador Languages Preservation Database 5, but no such resource is currently openly available. More recently, an Innu-Aimun morphological segmenter based on deep-learning was proposed [35]. Fundamental resources like morphological models for segmentation exist for related languages, namely East Cree [1] and Plains Cree [33] [15]. Such resources could potentially be adapted to Innu-Aimun.

More advanced technological tools have been developed for related language. Developments have been presented for Plains Cree word completion [21] and speech synthesis [14], among others. Beyond related languages, developments have been made for several other Indigenous languages in Canada, from very low-resourced to higher resourced languages. A first automatic segmenter was recently proposed for Inuinnaqtun, one of the most endangered Indigenous languages in Canada, [23]. The most resourced among Indigenous languages in Canada is Inuktitut, whose official status in the Nunavut legislative assembly has allowed the development of an aligned corpus counting over 1 million sentence pairs, and a Neural Machine Translation (NMT) model reaching high translation scores [16]. Microsoft has since included Inuktitut in its translator 6. This high availability of bilingual data has also allowed further research like the improvement of NMT and segmentation results [30] [24] and the study of gender bias in Inuktitut NMT models [11] [22].

3 Our Position: Developing Collaboration and Translation Tools to Help Revitalize Innu-Aimun

We present here our position on a multidisciplinary and community-driven project dedicated to the development of translation tools to help revitalize Innu-Aimun. This position reflects our observations and fieldwork, along with insights from working closely with Innu-Aimun, with the Indigenous community of Uashat Mak Mani-utenam, as well as experience in our respective fields (computational linguistics and Innu-Aimun translation).

3.1 The Role of Innu-Aimun Translation for the Language’s Revitalization

As of today, there are not enough documents available in Innu-Aimun within Innu communities. The vast majority of them are in French only. This not only

5 Labrador Languages Preservation Database. https://www.hss.mun.ca/research/showcase/labrador-languages-preservation-database/
includes the documents and websites of provincial and federal governments, but also local community governments. We believe that this does not encourage community members to learn or use the language. We believe that if there were more documents available in Innu-Aimun for the population, it would provide more opportunities to use the language, to learn it or to become more fluent. In that sense, the work of Innu-Aimun translators could be very important to help improve language learning and usage within the community.

Although there has been increasing demand for Innu-Aimun translation, the number of professional translators/interpreters is insufficient. This shortage has been documented by the Viens Commission, not only for Innu-Aimun but for other Indigenous languages in the province of Quebec. Recently, a new program for Innu-Aimun translation and interpretation has been created at Cégep de Sept-Îles. Students set to graduate this year form the first cohort. Members of this cohort that have participated in the present project have observed that they are increasingly seen within the community as references and ambassadors for Innu-Aimun, and as a source of inspiration, just like translators are in general.

We believe tackling the lack of freely available text translated in Innu-Aimun is a top priority for Innu-Aimun revitalization. In view of the demand for translators and of the role they play for the community, translation assistance tools should be considered among the most relevant technological tools to develop for Innu-Aimun. Furthermore, we believe that technological tools for Innu-Aimun translation could be useful not only to professional translators, but to the broader community. Assisting people in translating to Innu-Aimun could motivate them to use it more often. Having an automated translation assistance tool available as a smartphone app could foster the Innu youth’s interest in trying to improve their fluency in the language or to learn it.

### 3.2 How to Develop Tools to Assist Innu-Aimun Translators?

From the beginning to the end of the development process, tools should address Innu-Aimun translators’ needs as expressed by them. This principle is applicable to any translation tool, but in the case of Innu-Aimun it can serve to address characteristics of the language that differentiate it from European languages or other higher-resourced languages.

For example, the polysynthetic nature of Innu-Aimun and related translation difficulties can be taken into consideration. Since Innu-Aimun words are often formed by joining morphemes together, the rules to properly do so and to form words equivalent to French ones can be hard to master and apply. As such, tools

---

7 N.B. Translation and interpretation in the community is most often performed by the same individuals.


integrating this morphological aspect (e.g. integrating a morphological analyser within an assistance tool) would be more useful to Innu-Aimun translators.

Other examples of language-specific aspect we believe should be incorporated in the development of assistance tools are: the revitalization of older or less used words\textsuperscript{10}, the inclusion of dialectal variations, as well as the inclusion of traditional or ancestral knowledge.

Assistance tools could take several different forms, varying in development complexity and data amount requirements. With the current amount of bilingual text available \cite{6}, one of the lowest hanging fruits could be to extend the search function of the online dictionary to multi-word French expressions. Resulting Innu-Aimun words could be ordered by relevance for the translation of the entire expression or sentence. Other, more difficult developments include translation memory and machine translation. Instead of insisting on the usefulness of one tool over the others, we believe they should be seen as complementary. Their development should be ordered from short to long term goals, reflecting the amount of data and research work needed. In addition, priority should be given to the development of common building blocks, such as the collection and annotation bilingual texts or the development of morphological segmentation.

Whatever the tool or the development stage, continuous feedback and evaluation should be undertaken in collaboration with Innu-Aimun translators. Assistance tool evaluation should not only take the form of evaluation metrics on test sets, it should also include qualitative feedback. Translators can further participate by providing post-editings, or by testing the tool interactively, using a human-in-the-loop method (see section 5).

4 Creating Aligned Corpora in Collaboration with the Innu-Aimun Translators

We present here collaborative work to create aligned bilingual corpora. These corpora are created from texts that were published both in Innu-Aimun and French. The sentence pairs from those texts are aligned in collaboration with students in Innu-Aimun translation.

4.1 Community-Driven Approach

Our collaborative and community-driven approach is derived from the position specified is the previous section, but is also based on the imperative of community involvement which has been noted more broadly within the computational linguistics research community when it comes to lower resourced and indigenous languages. As an example, Bird \cite{3} draws upon his experience in multiple projects, as well as other studies, to highlight the negative impact that a colonial approach to language technology development can have on an indigenous

\textsuperscript{10}There has been lexical erosion in some communities due to high rates of bilingualism \cite{7}
community, emphasizes the importance of the involvement of the community and gives keys to a decolonial approach [3]. Successful examples of participatory research in NLP exist, such as the Masakhane project for African languages [29]. Some computational linguistics tools for learning have also been evaluated in part with native speakers, such as nêhiyawêtân [4] for which feedback was collected from usage of the tool and noted its usefulness for users.

Practically speaking, and for the first steps of our project, our approach has been defined based on the following principles. First, students in Innu-Aimun translation should have personal benefits in participating in the research. Second, the Innu students’ time in the translation program is precious and it should not be taken from them, as it is limited.

Consequently, the corpus alignment activity takes the form of an extracurricular translation practise offered to students, independently of their program. Participation is on a voluntary basis, with financial compensation.

Alignment is done using a simple online shared document, in which participants can write alignments manually. Figure 1 presents an example of the form used by participants. Bilingual texts have first been extracted from their PDF version and cleaned, paragraphs separated and sentence numbered. Since automated extraction, cleaning and paragraph alignment sometimes generates errors, the work done by participants can also serve to highlight those mistakes.

<table>
<thead>
<tr>
<th>Example</th>
<th>Innu French</th>
<th>Alignment</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5] Je m'excuse de ces erreurs-ci que je viens de faire.</td>
<td>[5] Liine mēsinnikan lii bētamēn ku dafał lii bētamēn kēlēbēl.</td>
<td>0.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Fig. 1. Sample from the alignment document used by participants

Using a simple document where one can write free text—instead of using a professional tool—allows participants to freely express what they think the alignment should be, regardless of whether a standard alignment tool or method would permit it. This allows to identify limits of existing alignment methods in the context of bilingual Innu-Aimun texts.

The document also provides space for personal notes, where participants can express opinion on the text or paragraph, identify inexact or non-standard translations. They can also make note of alignments that are more complex and express those alignments in a more qualitative manner.

In addition to the alignment document, participants are invited to openly share their thoughts on the text they are asked to align, either orally or through comments directly written in the document’s ‘Notes’ sections. Such thoughts can be helpful to learn about qualitative aspects of the text that can be evasive to non-speakers of Innu-Aimun. For example: is the text written in a standard
4.2 Aligned Corpora Analysis

Two bilingual texts have been aligned so far. Both are from Innu author An Antane Kapesh and have been published in bilingual, Innu-Aimun and French editions. Table 1 presents preliminary analysis results for those two corpora, *Eukuan nin matshi-manitu innu-ishkueu* [18] (abbreviated to *kapesh-1* in the table) and *Tanite nene etutamin nitassi?* [19] (abbreviated to *kapesh-2* in the table).

<table>
<thead>
<tr>
<th></th>
<th>Kapesh-1</th>
<th>Kapesh-2</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>nb paragraphs</td>
<td>163</td>
<td>149</td>
<td>312</td>
</tr>
<tr>
<td>nb sentences</td>
<td>796</td>
<td>484</td>
<td>1280</td>
</tr>
<tr>
<td>% non-standard alignments</td>
<td>14.7%</td>
<td>11.4%</td>
<td>13.1%</td>
</tr>
<tr>
<td>mean nb of tokens per sentence (French-to-Innu-Aimun ratio)</td>
<td>1.46</td>
<td>1.41</td>
<td>1.44</td>
</tr>
<tr>
<td>mean nb of characters per token (Innu-Aimun-to-French ratio)</td>
<td>1.63</td>
<td>1.58</td>
<td>1.62</td>
</tr>
<tr>
<td>vocab size (Innu-Aimun)</td>
<td>2846</td>
<td>1839</td>
<td>4229</td>
</tr>
<tr>
<td>vocab size (French)</td>
<td>2472</td>
<td>1856</td>
<td>3514</td>
</tr>
</tbody>
</table>

Table 1 presents the percentage of alignments we consider as non-standard. For example, the translator sometimes considered it could not align sentences properly without dividing them into sub-sentences. Most state-of-the-art alignment methods (e.g. Vecalign [36]) or classic ones (e.g. Moore [28] and Gale & Church [10]) do not support such alignment operation. Table 2 gives an example of a non-standard case, where a sentence split is deemed necessary by the translator. In this example, where italic texts coincide in both languages, the correct way to align would require joining the second Innu-Aimun sentence with the second half of the first. With a method allowing many-to-many alignments like Vecalign, the best the algorithm can do is joining both sentences as one whole, for both languages, but many other methods cannot perform many-to-many operation. We see such cases as opportunities to examine the limits of existing alignment methods.

This preliminary analysis also highlights the polysynthetic nature of Innu-Aimun, with a greater number of token per sentence for French than for Innu-Aimun. Not only do Innu-Aimun words tend to be longer, they can also be
Table 2. Example of "non-standard" alignment

<table>
<thead>
<tr>
<th>Innu-Aimun</th>
<th>French</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1 Ne Kauitenitakusht katshi minikut Après avoir reçu de l'enfant les four-nennua auassa tat&quot; shuniau-rures, le Polichinelle éclecte de rire. aukette, ekue mishta-papit ekue itemitak : « Apu nita tshika ut tshueian ute katshi takushinian.</td>
<td></td>
</tr>
<tr>
<td>#2 Ekute ute tshe ut uenutishian ! » « Maintenant que je suis venu ici, jamais je ne m'en irai, c'est ici que je vais faire fortune ! » se dit-il.</td>
<td></td>
</tr>
</tbody>
</table>

inflected in a great number of ways [8]. This is reflected in the fact that there is a greater number of individual words in Innu-Aimun when combining both corpora than for French. Those findings emphasize the importance of further developing morphological segmentation for Innu-Aimun in order to have useful cross-lingual tools.

5 Experimental Perspectives

One experimental option for the involvement of translators is post-editing, which has been showed to help improve translation in the context of low-resources language pairs. A recent example showed improvements for English to Manipuri and Mizo, a language pair for which there are only a few thousands sentences available [32].

Beyond traditional post-editing, another way of including translators in the process could be using interactive, human-in-the-loop methods or an advanced machine learning approach such as Reinforcement Learning from Human-Feedback (RLHF). For example, one study showed that using this approach to incorporate user translator feedback on partial translations produced by Neural Machine Translation helped improved translation scores and helped reduce the amount of post-editing required by translators [20]. This type of approach could be promising, considering the very low availability of Innu-Aimun translators and interpreters.

Other strategies include the control language or pre-editing, that should be considered in the development of an efficient NMT for Innu-Aimun translators and interpreters, to help eliminate disturbing or misspelled elements and thus afford better quality translations [27]. An example is the spell checker for endangered Languages in Amazonia [31]. Lastly, prompt-driven NMT could be an interesting way to take into consideration the important style variations in the available bilingual texts, as well as dialectal differences. Recently, a Prompt-Transformer architecture was proposed in order to incorporate prompts as constraints, which helped increase adequacy and fluency of translations [25].
6 Conclusion

We presented here our position on the crucial involvement of Innu-Aimun translators in the development of translation assistance tools, at every step of the process. This is required not only to evaluate the tools’ performance, but also to identify priorities in their development, based on language needs and specificity.

We presented our ongoing collaborative and community-driven work to create reference aligned Innu-Aimun-French corpora and presented a preliminary analysis. This will allow us to subsequently obtain first results for a translation model, determine development feasibility with the current amount of bilingual data available and provide further insights on the future experimental directions to take.
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